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Abstract

In-memory caches such as Memcached and Redis are crucial for enhancing the performance of

distributed systems by significantly reducing query response times. Correctly sizing these caches is

critical, especially considering that prominent organizations use terabytes to petabytes of Dynamic

Random Access Memory (DRAM) for these caches. Configuring these caches to operate efficiently

remains a challenging task, considering the dynamic nature of modern workloads where caching

requirements can change significantly over time.

Our thesis is that the state-of-the-art for in-memory cache performance analysis does not

accommodate modern workloads. This gap is evident in the lack of consideration for Time-to-Live

(TTL) attributes and heterogeneous object sizes, as well as the absence of interval-based historical

analysis to address the dynamic nature of these workloads. This dissertation introduces a

comprehensive reevaluation of in-memory cache performance analysis tools. We propose novel tools

that account for TTL attributes and heterogeneous object sizes, and we introduce a new tool that

enables efficient interval-based historical analysis of in-memory cache workloads. In particular, one

of our primary contributions is the development of Miss Ratio Curve (MRC) generation and Working

Set Size (WSS) estimation algorithms that accommodate TTL attributes and heterogeneous object

sizes. Our analysis of real-world cache workloads demonstrates that including TTLs can lead to an

average reduction in cache memory footprint by 69%, and up to 99%.

Additionally, we introduce HistoChron, a novel methodology with a Graphical User Interface

(GUI) that enables efficient interval-based historical analysis of caching workloads. Evaluated on over

5, 000 cache access traces from six real-world datasets, encompassing more than 300 billion accesses

over an 18-year span, HistoChron demonstrates its efficacy by generating exact MRCs over any

arbitrary time interval using just 24MiB of storage space weekly. We also present a lower-overhead

variant of HistoChron that generates approximate results with a mean error of less than 1%. These

contributions advance the field of in-memory cache management, offering a robust framework for

optimizing in-memory caches in alignment with the dynamic demands of modern workloads.
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“A man may say with some colour of truth that there is an Abecedarian ignorance that
precedes knowledge, and a doctoral ignorance that comes after it: an ignorance that knowledge
creates and begets, at the same time that it despatches and destroys the first.” — Montaigne
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Chapter 1

Introduction and Motivation

“We are therefore forced to recognize the possibility of constructing a hierarchy of memories,
each of which has greater capacity than the preceding but which is less quickly accessible.”
— In Preliminary Discussion of the Logical Design of Electronic Computing Instrument, 28 June 1946 [1]

The advent of modern computing has fundamentally transformed modern societies by embedding
many computer systems into numerous aspects of modern life. An intricate relationship exists at
the heart of computer systems between two important components, i.e., the processor and memory.
Computations are performed by the processor using instructions and data stored in the system’s
memory. The overall performance of a system primarily depends on the speed of the processor and
memory. If the memory provides data instantaneously, then the processor is the main determining
factor of the system performance. However, this ideal situation is not the case because technological
constraints have led to a performance gap between the processor and memory. This gap was
first noted by the design team of the first general-purpose digital computer, Electronic Numerical
Integrator and Computer (ENIAC), who recognized that this performance gap between the processor
and memory could significantly bottleneck the system performance [1, 2]. This insight led them to
develop the memory hierarchy model in the 1940s to balance speed, storage capacity, and cost
efficiency to optimize the interactions between the processor and memory. The memory hierarchy
model remains integral to virtually all computer systems nowadays. It is based on the premise that
not all data can reside within the processor and must therefore be stored away from the processor.

The memory hierarchy model systematically organizes different storage technologies based on
their access speed, capacity, and cost, as shown in Fig. 1.1. The model covers fast and expensive
technologies like processor registers and caches as well as slower and cheaper alternatives such as
Hard Disk Drives (HDDs). Despite of the technological advances in the last 70 years, a significant gap
persisted between the speed of processors and memory access time. The performance of processors
has dramatically improved while the performance of memory technologies like Dynamic Random
Access Memory (DRAM), Solid State Drives (SSDs), and HDDs, did not keep up with processor
speeds, though expanding in capacity [3–5]. For instance, accessing a 4KiB object from DRAM has
a latency of 100 nanoseconds, while accessing the same object from an SSD has a 100 microseconds
latency (i.e., 1,000 times slower), and an HDD exacerbates the latency to 10 milliseconds, i.e., a
100,000 times increase [5]. This gap has made the data location a crucial factor to determine the
performance of modern applications, especially as they become increasingly data intensive [4]. Hence,

1
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CPU 
Registers

L1, L2, LLC
(SRAM)

Main Memory
(DRAM)

Disks (HDD, SSD)

Figure 1.1: Illustration of the memory hierarchy model, showing the trade-off between memory
speed, capacity, and cost at different levels.

optimizing data access in the memory hierarchy has been a significant area of research in academia
and industry to mitigate the impact of latency on performance. For example, notable impacts of
latency on major online platforms include: Amazon’s reported 1% sales drop per 100ms increase in
latency, Google’s 20% traffic reduction from an extra half-second delay, Bing’s 4.3% revenue decrease
from a 2-second slowdown, and Shopzilla’s 25% increase in page views and 12% revenue boost from
few seconds latency improvements [6–10].

The principal of locality is widely used in modern computing to optimize data access in the
memory hierarchy model. Simply put, it posits that recently accessed data is likely to be accessed
again soon (temporal locality), while data near recently accessed data is likely to be accessed again
soon (spatial locality) [11–14]. Thus, each level in the memory hierarchy model can be optimized
using this insight through a mechanism called caching, which aims to keep a smaller subset of the
data expected to be reused soon in a faster level in the memory hierarchy. By keeping data closer
to the processor, data accesses can be streamlined, which improves their access speed. Since 1940s,
caching has become a fundamental aspect of computing as it is employed in a myriad of applications,
including but not limited to, databases, file systems, and web servers [15–21]. Virtually all Central
Processing Units (CPUs), Graphical Processing Units (GPUs), network devices, HDDs, and SSDs
also feature hardware caches.

The main concept behind caching is that when a processor wants to access data from a slow level
in the memory hierarchy, it first requests the data from a cache stored in a faster level. A cache hit
occurs if the data exists in the cache, which results is faster access than going to the slower level.
If the data was not found in the cache (a cache miss), then the data can be retrieved from a slower
level in the hierarchy. Depending on the cache’s configuration (§2.1), a copy of the data might be
stored in the cache to speed up future accesses. A metric called the miss ratio is used to evaluate
the efficiency of caches, which is the ratio between accesses that result in cache misses and the total
number of accesses. The lower the miss ratio is, the higher the efficiency. Several factors affect the
miss ratio such as the size of the cache and the eviction policy used. Since the size of the cache is
limited (typically smaller than the accessed dataset), a mechanism is needed to manage the contents
of the cache, which is the raison d’etre of the eviction policy. The most widely used eviction policy
is Least Recently Used (LRU) because it balances simplicity and effectiveness [22–24]. The role
of caching is expected to become more pronounced in the future given the exponential growth of
in-memory datasets, where their size doubles approximately every two years [4, 25–27].
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The scope of the memory hierarchy model has significantly expanded with the advent of the
Internet and cloud computing, with new technologies such as cloud storage [28–30]. This expansion
has shifted the focus from intra-system optimization, where the goal was optimizing resources
within a single physical system, to inter-system optimizations within distributed systems. Modern
applications are commonly deployed on cloud platforms utilizing microservices and serverless tasks
that use external data stores (e.g., a database server), which can reside on the same physical
machine or in a data center halfway across the globe. Thus, it becomes crucial to optimize both
local and remote data accesses, such as optimizing access to remote cloud storage solutions. The
aforementioned advancements decoupled data storage from local hardware limitations and allowed
the dynamic on-demand scaling of resources by leveraging data stored in different locations.

The evolution towards distributed systems has also emphasized the importance of a new type of
caches called software in-memory caches, which is the focus of this dissertation. In-memory caching
technologies like Memcached [31, 32] and Redis [33] play a pivotal role in mitigating the inherent
latency of accessing data from slower levels in the memory hierarchy by utilizing DRAM. They
reduce response times by serving data from the cache’s DRAM instead of from back-end storage
systems, as well as by offloading back-end storage systems themselves. In-memory caches differ from
hardware caches in their elasticity; they can be started or stopped within seconds using dynamically
chosen sizes, flexibility not typically present in hardware caches. In-memory caches have become
indispensable in modern distributed systems as evidenced by their wide use and the fact that all
major cloud providers offer them as a service (e.g., Amazon ElastiCache, Google Memory Store,
Microsoft Azure Cache, Huawei DCS, Oracle Cloud Cache) [9, 10, 34–49].

Accurate cache sizing is pivotal for operational efficiency and cost management; the pricing
model for cloud in-memory caches is determined by the size of the cache and the duration of its lease.
Inadequate cache sizing leads to operational inefficiencies with concomitant increased response times,
while over-provisioning can unnecessarily inflate costs. Memory, particularly DRAM, constitutes
30% − 60% of infrastructure and operational costs [26, 27, 50], and is responsible for 25% − 40%

of data center power consumption [51, 52]. Major organizations, including X (formerly Twitter),
Google, Meta (formerly Facebook), among others, deploy terabytes and even petabytes of DRAM for
in-memory caches, involving substantial financial investments and environmental implications [9, 10,
34–39]. Inefficient cache sizing not only results in poor resource utilization and escalated expenses,
but also significantly contributes to the carbon footprint of these large-scale operations.
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Figure 1.2: Miss ratio curve for the IBM workload #079.

How to Size In-Memory Caches?

Although in-memory caches have been used productively for decades, the best approach to determine
the right cache size often remains unclear. As such, in-memory caches are often treated as black
boxes, using coarse trial-and-error methods to improve their efficiency, or the caches are simply
configured with a large amount of memory, hoping for the best [27, 50, 53–59]. In practice, many
organizations simply over-provision the size of their caches [39, 58, 59].1

More strategic approaches to size in-memory caches utilize tools like the Working Set Size
(WSS), which measures the aggregate size of unique objects accessed within a specific interval [11,
14, 60]. By allocating a cache size equivalent to the WSS, one guarantees the achievement of the
minimal miss ratio possible because all accessed objects can be cached. However, the WSS does not
offer insights into the trade-off between cache size and miss ratio, thus limiting its usefulness to cases
where the WSS is relatively small. This is expected to be further exacerbated by the exponential
growth of in-memory datasets [25–27].

On the other hand, the Miss Ratio Curve (MRC) provides more insights into the trade-off
between cache size and miss ratio because it plots the miss ratio as a function of the cache size.
The MRC is the most widely studied tool to evaluate cache size trade-offs [9, 55, 56, 61–81]. As
an example of an MRC and how it can be used to size caches, Fig. 1.2 shows the MRC for the
in-memory cache workload #079 from IBM [22] under the LRU eviction policy. Assuming the cache
is configured with 200GiB of memory, the MRC shows we can reduce the cache size to 125GiB with
minimal effect on the miss ratio. Alternatively, the cache size can be increased to 250GiB for a 9%
reduction in the miss ratio.

1In private communication with the authors of the Twitter paper that recently released in-memory cache
workloads [39], they informed us, “The production cache size cannot be disclosed and is often much larger than
the working set size.” indicating significant over-provisioning.
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1.1 Thesis Statement and Contributions

Despite the wealth of research on the WSS and MRCs since the 1970s [11, 14, 55, 56, 60–64, 66,
68, 69, 71, 75–77, 82–106], existing methods for cache performance analysis fall short in properly
modeling modern in-memory cache workloads. The focus of historical studies has been on hardware
caches and has not evolved in step with the advent of software in-memory caching, which has
significantly transformed the computing landscape over the last 30 years. This transformation has
engendered software in-memory caches such as Memcached and Redis, but the performance analysis
tools designed for hardware caches were inherited and applied to in-memory caches without necessary
modifications, leading to a critical misalignment in cache performance analysis. Our thesis is that
the state-of-the-art for in-memory cache performance analysis does not accommodate
modern in-memory cache workloads. This underscores the importance of a comprehensive
reevaluation of performance analysis tools to accommodate modern in-memory cache workloads. To
support our thesis, we highlight three primary gaps in the state-of-the-art.

1. Firstly, the state-of-the-art is oblivious to Time-to-Live (TTL) attributes, which are widely
used for managing object expiry in in-memory caches, indicating a gap in understanding the
impact of TTLs on cache modeling.

2. Secondly, although some research since the 1970s has considered the impact of heterogeneous
object sizes within caches, the predominant trend in contemporary studies leans towards
the simplification of using uniform object sizes. This trend overlooks the complex dynamics
introduced by heterogeneous sizes, leading to a gap in fully comprehending their effect on
cache performance. Despite the historical acknowledgment of object size variability, current
methodologies often fail to incorporate or accurately model this variability, diminishing the
applicability of such analyses to real-world scenarios where object sizes significantly vary.

3. Lastly, the dynamic nature of workloads, characterized by fluctuating caching requirements,
poses a challenge not adequately addressed by current methodologies. These methodologies
lack efficient techniques for interval-based historical analysis of cache workloads, thus
complicating the diagnosis of issues and their causes in operational settings.

Addressing these gaps is crucial for advancing in-memory cache performance analysis and ensuring
that in-memory caching systems are optimized for the dynamic demands of modern workloads. We
briefly elaborate on each of the aforementioned points.

TTLs Matter

In-memory caches utilize TTL attributes to define the lifespan of cached objects, a feature essential
for ensuring data freshness and adhering to regulations such as the General Data Protection
Regulation (GDPR) [39]. TTLs are essential to improve the efficiency of in-memory caches [39,
107–109]. Despite the importance of TTLs in practice, the state-of-the-art in cache performance
analysis remains oblivious to TTLs. More specifically, none of the existing WSS and MRC tools
accommodate TTLs.
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Figure 1.3: MRCs for the Twitter recommended workload #37: With TTL, the curve reaches
steady-state at 5GiB, where the optimal miss ratio is achieved; without TTL, the curve reaches
steady-state beyond 2TiB.

We have found that TTL attributes can significantly impact WSSes and MRCs. For example,
Fig. 1.3 shows that neglecting TTLs when generating MRCs can result in MRCs that are substantially
inaccurate. The figure shows two MRCs for Twitter’s recommended workload #37 [110]: one taking
TTLs into account and the other not. The cache size needed to achieve the minimal miss ratio is
5GiB when TTLs are taken into account, but it increases beyond 2TiB when they are not.

Taking TTLs into account in MRC generation involves tracking the expiry of objects while
processing the workload’s access stream or trace. This means that expired objects are proactively
removed to ensure they do not affect the caching requirements depicted on the MRC. This tracking
process does introduce some overhead to MRC generation, which is thoroughly explored in Chapter 3.

In Chapter 3, we also show that based on real-world workloads, when sizing caches using
TTL-aware WSSes and MRCs, the cache size can be reduced by an average of 69% (and up to
99%) without a degradation in the miss ratio, compared to when using TTL-agnostic ones (i.e.,
the current state-of-the-art). Fig. 1.3 also shows that the best achievable miss ratio is 30% when
TTLs are neglected, while with TTLs, it is 52%. Thus, not taking TTLs into consideration deviates
significantly from real-world caches, typically by reporting a lower miss ratio than what is achievable.

To illustrate the potential savings by accommodating TTLs, we present two types of cost
considerations using 54 publicly available workloads from Twitter [39]. The first one is for the cost of
DRAM modules2 — a conservative estimate of potential savings as it does not account for operational
costs, such as DRAM contributing to 25% − 40% of data centers power consumption [51, 52], and
other component costs (with DRAM accounting for 30% − 40% of infrastructure costs [26, 27]).
The second cost consideration is for the cost of renting a caching server; for illustration, we use the
pricing from Azure Cache for Redis [112].3 For each type of cost consideration, we examine three
scenarios to demonstrate the potential for cost savings, as shown in Fig. 1.4: On the left, we show
the cost of DRAM modules, while on the right, we show the rental cost.

2The cost assumptions are derived from the pricing of 1TiB of DRAM, approximately $5,000 [111].
3The hourly prices for Azure Cache for Redis are as follows (as of May 02, 2023): 6GiB ($0.554), 13GiB ($1.11),

26GiB ($0.2.218), 53GiB ($4.44), 120GiB ($10.04) [112].
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Figure 1.4: Cost savings comparison for different caching strategies illustrated through three bars:
the leftmost bar represents the strategy of allocating 128GiB to each cache; the middle bar depicts
the strategy of allocating memory equal to the WSS without considering TTLs; and the rightmost
bar incorporates TTL considerations into the WSS allocation strategy.

First, allocating each workload to an over-provisioned caching server with 128GiB of DRAM
results in a total DRAM requirement of 6,912GiB and a cost of $34,560, with a monthly rental
cost of $390,355. Second, assigning each workload to a caching server with memory equal to the
WSS of the workload (up to 128GiB for fairness), disregarding TTL values, reduces the total DRAM
requirement to 2,216GiB, costing $11,080 — a 67% cost reduction. Renting the smallest cache server
to fit the WSS of each workload results in a monthly cost of $150,799 — a 61% cost reduction. Third,
using our WSS estimator (presented in Chapter 3), which accounts for TTL values, further decreases
the aggregate memory requirement to 320GiB, incurring a cost of only $1,750 — a remarkable cost
reduction of 94%. Renting the smallest cache size to fit the WSS (with TTL) reduces the monthly
cost to $24,882 — a 93% cost reduction. These findings emphasize the potential impact of our
approach on data center efficiency and operational expenditure in large-scale deployments, even
when considering conservative estimates for cost savings.

Heterogeneous Object Sizes

The most widely used methods of modeling in-memory caches assume each accessed object has a
uniform object size [55, 64, 113, 114]. This is understandable, as early on, MRCs were used to model
caches for uniform disk blocks. However, today’s in-memory caches allocate memory proportional
to the size of the data being cached. Correspondingly, real-world workloads include accesses to
heterogeneously sized objects [39, 56, 115–118]. For example, Figures 1.5 and 1.6 show the object
size distributions for the Microsoft Research Cambridge (MSR) [115] and Twitter [39] workloads,
respectively, illustrating the variability in object sizes used.

The effect of modeling heterogeneous object sizes on WSSes and MRCs has not been clarified
in the literature, partly because it is often neglected. In Chapter 4, we show that not taking
heterogeneous object sizes into account can result in substantially inaccurate WSS estimates and
MRCs. For example, Fig. 1.7 shows that using previous simplistic attempts to take heterogeneous
object sizes into account leads to substantial errors in MRCs. Two simple strategies are prevalent
in prior work for accommodating heterogeneous object sizes. The first approach simply assumes all
objects have the same size. For instance, Waldspurger et al. assumed uniform 16KiB objects [55].
The second approach converts each access to an object into as many uniformly sized objects as needed
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Figure 1.6: Cumulative distribution of object sizes for each trace in the Twitter collection [39]. The
red curve represents the cumulative distribution of object sizes across all accesses in all traces.

to store the data belonging to the accessed object. For instance, an access to an 11KiB object would
be converted to three different 4KiB accesses to what is assumed to be distinct objects. A similar
approach is used by Wires et al. [64, 119].4 This approach significantly increases the number of
accesses and distinct objects accessed, and it also suffers from the issue of determining the base
object size a priori. For example, the combined MSR workload contains 300 million accesses, but
when converted to multiple 4KiB objects, the number of accesses becomes 2.1 billion. Moreover,
although it has not been used in earlier studies, we have also added to Fig. 1.7 the MRC generated
using the running average of object sizes, as we observed it can be computed efficiently online
using only 16 bytes (§4). Chapter 4 describes how the state-of-the-art WSS estimation and MRC
generation algorithms can be efficiently extended to support heterogeneous object sizes.

4The CounterStack paper (by Wires et al.) does not mention this explicitly, but Drudi’s Master’s thesis [120] does,
and other researchers have also claimed that CounterStacks used 4KiB objects [55, 113].
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Figure 1.7: Effect of object size treatment on MRCs for the MSR workload src1.

Interval-Based Historical Analysis of Modern Workloads

Although the WSS and the MRC are useful for provisioning caches, the WSSes and MRCs can
significantly change over time due to the dynamic nature of modern workloads [64, 106]. Therefore,
analyzing the caching requirements over different time intervals is critical if resource efficiency is the
goal. It is not uncommon for in-memory cache workloads to exhibit significant variability in their
WSSes and MRCs when considering different time intervals. To illustrate this behavior, consider the
real-world prn workload from the MSR dataset [115]. The MRC generated over the entire duration
of this workload’s access trace suggests that a cache size of 80GiB is needed to minimize the miss
ratio (Fig. 1.8, top left). However, a more detailed, day-by-day analysis reveals severe fluctuations:
from Friday to Sunday, less than 15GiB is needed to achieve the minimal miss ratio, but on Monday
and Tuesday, the requirement jumps to 70GiB (Fig. 1.9). This shift is linked to a sudden potential
scanning pattern observed at the end of Monday, involving accesses to a large number of new distinct
objects (Fig. 1.8, top right). This sudden increase in accesses causes the WSS to spike from under
20GiB to 70GiB within just an hour (Fig. 1.8, bottom). Such patterns can obscure the true cache
size requirements, as seen by the continued high cache size requirement into Tuesday caused by the
displacement of hot objects in the cache. These scenarios, which we observed to be prevalent in
modern workloads, highlight the importance of interval-based performance analysis.

The previously shown interval-based analysis cannot be extracted from the WSS/MRC generated
for the entire duration of the workload’s access trace. Prior to this work, the only one-pass algorithm
that supported interval-based MRC generation was Counterstacks [64], proposed in 2014. This is
achieved by periodically checkpointing the internal state of Counterstacks, and later on querying
the outputted stream to generate the MRC over the desired interval. A year after Counterstacks
was proposed, Waldspurger et al. proposed the Shards MRC-generation algorithm, which is more
efficient than Counterstacks but does not support interval-based analysis [55]. To overcome this
limitation, Waldspurger et al. suggested that multiple instances of Shards can be instantiated to
generate the MRC over the desired periods. This is clearly inefficient as we must maintain R·(R+1)

2

instances in order to study the possible ranges in the interval R.5 For instance, to study the behavior
for a week-long access trace with per-hour granularity, 14,196 Shards instances must be maintained.
Regardless, both Counterstacks and Shards are approximate algorithms, and up to now, there has
been no exact one-pass solution that supports interval-based analysis of caching workloads.

5For example, with 3 intervals between timestamps [1-4], we need 6 instances: [1-2] [1-3] [1-4] [2-3] [2-4], and [3-4].
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Figure 1.8: MSR prn workload. Top Left: MRC for the week. Top Right: Hourly access count
statistics. Bottom: WSS.
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Addressing these limitations, this dissertation introduces two advances in Chapter 5. Firstly, we
present the first exact one-pass algorithm for interval-based analysis of caching workloads, which
we call HistoChron. HistoChron consumes just 24MiB of storage space weekly, showcasing its space
efficiency in generating interval-based statistics such (i) the number of access requests, (ii) the
number of objects accessed the very first time, (iii) the number of distinct objects accessed, (iv) the
MRC, and (v) the WSS. This information enables identifying seasonal or diurnal patterns, and it
enables detailed postmortem analysis of unexpected cache behaviors. Secondly, we adapt the Shards

MRC-generation algorithm to enable efficient approximate interval-based analysis capabilities while
using a single instance of Shards (compared to the initially proposed method of maintaining
multiple instances). Together, these contributions mark a milestone in the field of cache performance
analysis, providing robust tools for precise and efficient evaluation of dynamic caching workloads.

Contributions

In summary, this dissertation makes the following primary contributions. To the best of our
knowledge, we are the first to:

• show that taking TTL attributes into account can significantly affect WSS estimates
and MRCs;

• present exact one-pass MRC-generation algorithms that support TTLs (i.e., Mattson++

and Olken++);

• present approximate one-pass MRC-generation algorithms that support TTLs (i.e., Shards++

and CounterStacks++);

• extend the HyperLogLog (HLL) cardinality estimator to support evictions based on TTLs
(i.e., HLL-TTL);

• show how heterogeneous object sizes affect WSS estimates and MRCs;

• show how Mattson, Olken, and Shards can be extended to support heterogeneous object sizes;

• extend the HLL cardinality estimator to support heterogeneous object sizes;

• extend the CounterStacks MRC-generation algorithm to support heterogeneous object sizes;

• and introduce a new tool (HistoChron) with an associated GUI that enables historical
interval-based analysis of cache workloads.

We evaluated our TTL-aware algorithms on a large set of publicly available access traces and
show that cache sizing with TTL-aware WSS estimates and MRCs leads to a 69% lower cache
memory footprint on average (and up to 99%) without degrading the cache’s miss ratio. We also
evaluated HistoChron using over 5,000 cache access traces from six real-world datasets encompassing
more than 300 billion accesses and, when combined, span a total of 18 years of cache accesses. We
show that HistoChron provides exact interval-based MRCs while consuming 24MiB of storage space
per week with overheads on par with state-of-the-art exact MRC-generation algorithms.
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The following publications resulted from my work and collaborations during my PhD so far.

• Sari Sultan, Kia Shakiba, Albert Lee, Michael Stumm, Ming Chen, and Chung-Man Chow.
Systems and Methods to Generate a Miss Ratio Curve where Cache Data has a Time-To-Live.
U.S. Patent Application #17/982,136. Filed Oct 2022 [121].

• Sari Sultan, Kia Shakiba, Albert Lee, Michael Stumm, Ming Chen, and Chung-Man Chow.
Systems and Methods to Generate a Miss Ratio Curve for a Cache with Variable-Sized Data
Blocks. U.S. Patent Application #17/982,070. Filed Oct 2022 [122].

• Sari Sultan, Kia Shakiba, Albert Lee, Paul Chen, Michael Stumm. TTLs Matter: Efficient
Cache Sizing with TTL-Aware Miss Ratio Curves and Working Set Sizes. In Proc. European
Conference on Computer Systems (EuroSys’24). pp. 387-404. 2024 [123].

– Awarded the Gilles Muller Best Artifact Award6

• Sari Sultan, Kia Shakiba, and Michael Stumm. Interval-based Historical Analysis of Cache
Workloads with HistoChron. (Paper draft)

• Kia Shakiba, Sari Sultan, and Michael Stumm. Kosmo: Efficient Online Miss Ratio Curve
Generation for Eviction Policy Evaluation. In Proc. USENIX Conference on File and Storage
Technologies (FAST’24). pp. 89-105. 2024 [124].

1.2 Organization

The remaining parts of this dissertation are organized as follows. Background information and
related work are presented in Chapter 2. In Chapter 3, we show how to accommodate TTLs in WSS
estimation and MRC generation algorithms. Chapter 4 describes how WSS estimation and MRC
generation algorithms can be adapted to accommodate heterogeneous object sizes. Interval-based
historical analysis of in-memory caching workloads with HistoChron is presented in Chapter 5.
Lastly, Chapter 6 presents concluding remarks and future research directions.

6Webpage: 2024.eurosys.org/awards.html. Artifact source: github.com/SariSultan/TTLsMatter-EuroSys24

https://2024.eurosys.org/awards.html
https://github.com/SariSultan/TTLsMatter-EuroSys24


Chapter 2

Background and Related Work

This chapter provides background information on related research that is important to understand
the subject matter of this dissertation. It begins with a brief overview of in-memory caches in
Section 2.1. These caches are widely used for optimizing data access latency in distributed systems.
The role of TTL attributes in in-memory caches is explored in Section 2.1.1. Section 2.1.2 explores
the relevance of the object size in these caches.

The Miss Ratio Curve (MRC) is an instrumental tool for evaluating the trade-offs between cache
size and miss ratio, and it plays a key role in our work. The significance of the MRC lies in its
ability to guide the allocation of cache resources, ensuring efficient cache utilization. We provide a
comprehensive review of MRC generation in Section 2.2. The chapter also examines the Working Set
Size (WSS) in Section 2.3, another critical tool for understanding an application’s memory demand,
facilitating effective cache sizing decisions. The importance of WSS is that it provides the cache
size needed to achieve the minimal miss ratio, thus ameliorating over-provisioning, as increasing the
cache size beyond the WSS does not decrease the miss ratio.

Finally, Section 2.4 provides an overview of cardinality estimation (also known as probabilistic
counting), a concept gaining prominence for its utility in both MRC generation and WSS estimation.
Cardinality estimation techniques, such as the HyperLogLog (HLL) algorithm, are discussed for their
efficiency in approximating the number of unique objects accessed in an access stream or trace, a
key factor in analyzing cache behavior under varying workloads. Cardinality estimation is one of
the most efficient techniques for estimating the WSS.

2.1 In-Memory Caches

Recall from the Introduction that extensive research has focused on optimizing data accesses within
the memory hierarchy, given the latency gaps between different levels in the hierarchy. Such
optimizations are crucial for enhancing system performance as they aim to minimize the time it
takes for a processor or data consumer to access data. Caching is one of the primary mechanisms
used to speed up data access among different levels in the memory hierarchy. As such, in-memory
caches play a pivotal role in reducing access times by storing hot objects in DRAM to speed up
subsequent accesses to these objects that would otherwise be stored in a back-end storage system.

13
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Although the concepts presented herein may apply in principle to other types of caches, the focus
of this dissertation is on software in-memory caches, where in-memory refers to volatile memory
or DRAM. In-memory caches are widely used in modern distributed systems; Memcached [31, 32]
and Redis [33] are two popular examples. They aim to reduce query response times by serving
data from an in-memory cache instead of from a back-end storage service. Numerous organizations
use terabytes or even petabytes of DRAM for in-memory caches, including Google, Meta (formerly
Facebook), X (formerly Twitter), Pinterest, Airbnb, GitHub, and LinkedIn [9, 10, 34–39]. All major
cloud providers offer software in-memory caches as a service [40–49].

The role of in-memory caches is illustrated in everyday scenarios, such as accessing a webpage.
For instance, consider a user visiting a Wikipedia article that comprises numerous images. Without
in-memory caching, whenever a user visits this article, it would require fetching the article’s images
from a back-end storage service. In-memory caches can significantly improve access time leading to
an improved user experience by keeping a copy of the webpage’s images in DRAM, thus trying to
avoid requesting them from a slower back-end storage service.

In-memory caches typically operate on a key-value store model. The key is used to identify the
cached data value, which we refer to as an object throughout the document. The two most common
commands for in-memory caches are GET and SET (although modern in-memory caches support a
wider range of commands):

• GET Command: When a user requests an operation from an application (e.g., access a Wikipedia
article), the application first uses the GET command to request the required objects from the
cache to complete the requested operation. If an object is present in the cache, it is quickly
retrieved from DRAM and served to the application, significantly reducing response time.
Otherwise, the application retrieves the object from the back-end storage service and serves it
to the user (assuming it exists there). After retrieval, the application may decide to store the
object in the cache using the SET command, readying it for quicker future access.

• SET Command: This command is used to store objects in the cache. Typically in-memory
caches operate as a look-aside cache (also known as side cache), meaning they do not
automatically fetch missing objects from the back-end storage service [10, 23, 125]. Instead,
upon a cache miss, an in-memory cache simply informs the requesting application that the
requested object is not available. The application then fetches the object from the back-end
storage service and decides whether to SET a copy in the cache or not. In contrast, inline
caches (e.g., Amazon DynamoDB Accelerator (DAX) [23]), automatically retrieve missing
objects from the slower level in the memory hierarchy (if available). The look-aside model
simplifies the cache design by decoupling it from the back-end storage interface, which could
be a database or a computation service [125].

In-memory caches are elastic: their size is initially specified when instantiated, but they can be
stopped and resized as needed. How effectively an in-memory cache operates depends on several
factors, such as the eviction policy used and, more importantly, the amount of memory allocated to
it [23]. Allocating too little memory results in higher miss ratios and thus less efficient operation,
with higher storage server loads and longer response times. Allocating too much memory results
in unnecessarily increased capital and operational costs. These costs can be substantial given that
organizations provision a lot of DRAM for these caches [9, 10, 34–39, 114] — in some cases, more than
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Table 2.1: Azure’s enterprise cache pricing for Redis (as of Feb 2024 obtained from [112])

Cache Name Cache Size Monthly Cost

E5 4GiB $569
E10 12GiB $975
E20 25GiB $1,945
E50 50GiB $3,822
E100 100GiB $8,743
E200 200GiB $17,816
E400 400GiB $35,631

half of an application’s operational costs [50]. As one point of reference, Table 2.1 shows the monthly
pricing for Azure Cache for Redis: a single 100GiB cache costs $8,743 per month. The challenge,
therefore, lies in determining an optimal cache size that balances efficiency with cost, a task that
becomes increasingly complex in large-scale deployments. Correctly sizing these caches is critical,
especially considering the fact that prominent organizations use terabytes and even petabytes of
DRAM for in-memory caches.

2.1.1 Time to Live (TTL) Attributes

TTL attributes are prevalent in caching systems [39, 109, 114, 125–135]. They play a critical role in
their management and efficiency [23, 39, 108, 114, 125]. TTLs ensure data stored in caches remains
fresh and relevant. By assigning a finite lifespan to cached objects, TTLs help mitigate the risk of
serving outdated information, a crucial aspect for dynamic environments where data updates are
frequent. The TTL is typically set when the data is inserted into the cache and is measured in units
of time, such as seconds. Once the TTL for a cached object expires, the object is considered stale
and is removed [39, 125].1 The significance of TTLs extends beyond data freshness, as they also
impact cache eviction strategies and overall cache performance optimization [39, 107, 109, 125, 136].

TTLs serve various purposes in the management of in-memory caches [39, 109, 125, 133]:

• Implicit Deletion: TTLs facilitate automatic data removal, simplifying cache management.
This is useful for temporary data or information with a predictable lifespan, such as session
information in web applications. This is also important for compliance with privacy laws.

• Periodic Refresh: By setting appropriate TTL values, caches can ensure data is periodically
refreshed. This is vital for services that depend on timely data but do not require consistency
with instant updates for every change in the data source. This is also important for data that
requires significant computational resources, wherein TTLs can help balance computational
efficiency with data freshness.

• Bounding Inconsistency: TTLs limit the duration data can remain in the cache without being
updated thus bounding the extent of data inconsistency. This is particularly important in
dynamic environments where cache updates are best-effort.

The importance of TTLs is underscored by practices such as Twitter’s TTL enforcement for
in-memory caches [109, 125]. The rising significance of TTLs in storage systems, especially in the
context of GDPR compliance, is also worth noting [133, 138].

1In-memory caches do not return data that has expired, even if it existed in the cache [109, 136, 137].
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On the GitHub issues page for Memcached, where the maintainers were asked to consider
changing the eviction policy from LRU-based to a more efficient eviction policy, the maintainers
stated, “pulling expired items out actively is better than almost any other algorithmic improvement
I could think of”, highlighting the importance of object expiry over eviction policy selection [107].
Further, although many in-memory caches used to evict objects lazily [139], this has changed recently
due to the benefits of proactive evictions. For instance, in 2019, Twitter found that Redis’ memory
usage can be reduced by up to 25% by expiring objects more proactively [108]. This motivated
Redis to introduce proactive object expiry using a Radix tree of expiry times starting with Redis
6.0, which guarantees objects are removed within 1ms of their expiry [140, 141]. Similarly, several
recent in-memory caches employ proactive object evictions [109, 136].

Despite the importance of TTLs in practice, the state-of-the-art in cache performance analysis
remains oblivious to TTLs. Eviction policies used in modern caches are inherently TTL-aware, but
the techniques used to analyze these policies neglect TTL attributes. One of the contributions of
this dissertation bridges this gap by accommodating TTLs in the state-of-the-art of MRC generation
and WSS estimation algorithms. The following sections provide background on state-of-the-art cache
performance analysis techniques, setting the stage for the contributions presented herein.

2.1.2 Heterogeneous Object Sizes

In-memory caches such as Memcached and Redis allocate memory for each object in proportion
to the size of the object being cached. This is a distinctive feature of modern in-memory caches
compared to traditional hardware and disk block caches that cache uniformly sized objects or pages.
Earlier in the Introduction, we showed the object size distribution for the MSR and Twitter datasets
in Figures 1.5 and 1.6 to illustrate the wide range of object sizes used in modern workloads.

Accommodating heterogeneous object sizes introduces complexities in modern caches. For
instance, Memcached uses a custom slab allocation system to handle heterogeneous objects, dividing
memory into slabs of different sizes to improve memory allocation [32, 142]. This approach is
necessary to efficiently manage varied object sizes, a task that would be straightforward if uniform
sizes were used. Similarly, modeling heterogeneous object sizes presents significant challenges. In
particular, the MRC and WSS can become skewed when object sizes are not taken into account,
leading to inaccurate representations of cache performance. For example, earlier in the Introduction,
we showed how neglecting the object size can significantly affect the MRC (Fig. 1.7). This dissertation
introduces methods that accommodate heterogeneous object sizes in MRC generation and WSS
estimation, providing more accurate insights into cache behavior.

2.2 Miss Ratio Curves (MRCs)

The MRC is the most effective tool for evaluating cache size trade-offs. It plots the cache miss ratio
as a function of the cache size for a given workload under a specific eviction policy, as we illustrated
earlier in the Introduction with Fig. 1.2. Over the last five decades, a wealth of MRC-generation
algorithms have been proposed [55, 56, 61–64, 66, 69, 71, 75–77, 82–92, 106]. In this section, we focus
on seminal algorithms that were considered breakthroughs in MRC-generation or where the efficiency
of MRC-generation was improved significantly. Section 2.2.1 discusses Mattson’s algorithm, which
introduced the concept of one-pass MRC-generation in 1970. Virtually all one-pass MRC-generation
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nowadays rely on the approach proposed by Mattson et al., including, inter alia, [55, 62–64, 82, 113].
In Section 2.2.2, we present background on Olken’s algorithm, which was introduced in 1981 and
remains the most efficient exact one-pass MRC-generation algorithm today (see Table 2.2).

Although MRC-generation is widely used to optimize cache resources [9, 56, 65–78], exact
MRC-generation algorithms such as Mattson and Olken are considered to be slow and inefficient.
Due to their exactness, they require a significant amount of space that is proportional to the number
of distinct objects accessed in an access stream or trace. This space requirement is typically not
practical for online use cases. For instance, one workload required over 92GiB of DRAM and one
hour of processing time to generate the MRC [120]. In our experiments, we used six publicly available
datasets that contain over 300 billion accesses, and generating the exact MRCs for the access traces
from these datasets consumed weeks of processing time for the LRU policy alone.

To address the inefficiency of exact MRC-generation algorithms, a plethora of approximate
MRC-generation algorithms have been proposed with the common goal of reducing the space and
computational complexities of MRC-generation in order to facilitate online applications [55, 64, 86,
88, 90, 113, 143]; applications that utilize an MRC generated online to make cache configuration
decisions. Table 2.2 shows the key MRC-generation algorithms developed since the 1970s.

Here, we provide a comprehensive background on several state-of-the-art approximate
MRC-generation algorithms, which we consider in different parts of this dissertation. CounterStacks
introduced a breakthrough in MRC-generation in 2014 by using probabilistic counters (§2.4) to
approximate the MRC while using logarithmic space [64]. CounterStacks is described in Section 2.2.3.
The second algorithm came a few months after CounterStacks and introduced the first constant space
MRC-generation algorithm called Shards [55], which we describe in Section 2.2.4. CounterStacks
was considered to be more accurate than Shards, even by the authors of Shards, but our evaluation
revealed that Shards is more accurate than CounterStacks. Nonetheless, CounterStacks has two
primary benefits over Shards. The first is that it does not use sampling as Shards does, so each
access affects the probabilistic counters used in CounterStacks.

The second benefit of CounterStacks over Shards is its support for interval-based analysis,
where CounterStacks allows generating MRCs over arbitrary time intervals. As we will show later,
interval-based analysis is important for modern cache workload analysis, as application caching
requirements can change significantly over time. This made us focus on improving all aspects of
the CounterStacks algorithm. However, since our discovery that Shards is more efficient than
CounterSacks, our focus has shifted to improving Shards. We have been able to incorporate
interval-based analysis with Shards, as we will show in Chapter 5. We also introduced the first exact
one-pass MRC-generation algorithm to support interval-based historical analysis of cache workloads.

Most MRC-generation studies focused on a set of cache eviction policies called stack policies
(primarily LRU), which adhere to the inclusion property : If an object exists in a cache of size s,
then it must also exist in all caches of larger sizes [61]. The only exact method to generate MRCs
for non-stack-based policies is to simulate each cache size on the MRC, which is an inefficient
process (similar to what was used prior to Mattson’s algorithm). In 2017, a breakthrough in
MRC-generation for non-stack-based policies was introduced by Waldspurger et al., where they
incorporated Shards with simulations to make them more tractable; they presented an algorithm
called Miniature Simulations [88]. Background on Miniature Simulations and recent developments
are discussed in Section 2.2.5.
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Table 2.2: Key MRC-generation algorithms. SD: Stack Distance. R: Sampling rate. Sim.:
simulations. S: Number of simulations. HOS: heterogeneous object size support. RT: reuse time.

Ref (year) Exact LRU Space
Overhead

Compute
Overhead

HOS TTL Record Comment

Mattson
1970 [61]

✓ ✓ O(M) O(NM) ✗ ✗ SD First one-pass algorithm

Bennet
1975 [82]

✓ ✓ O(M) O(N logN) ✗ ✗ SD Used partial sum tree

Olken 1981 [62] ✓ ✓ O(M) O(N log M) ✓ ✗ SD Used AVL tree instead of
a stack

Almasi
2002 [63]

✓ ✓ O(M) O(N log N) ✗ ✗ SD Proposed interval tree
approach for stack
distance calculation

PARDA
2012 [86]

✓ ✓ O(M) O(N log M) ✗ ✗ SD Parallel Olken
implementation

CounterStacks
2014 [64]

✗ ✓ O(log M) O(N log M) ✗ ✗ SD Approximated stack
distances using HLL
counters

Shards
2015 [55]

✗ ✓ O(RM)
O(1)

O(NRlog M)
O(N)

✗ ✗ SD First constant space
algorithm

AET 2016 [113,
143]

✗ ✓ O(1) O(N) ✗ ✗ RT Approximated stack
distance from reuse time

MiniSim
2017 [88]

✗ ✗ O(MRS) O(NMRS) ✗ ✗ Sim. Applied Shards to
simulations

EAET
2018 [144]

✗ ✓ O(1) O(N) ✓ ✗ RT Extended AET to
support heterogeneous
sizes

RAR-CM
2020 [56]

✗ ✓ O(M) O(N) ✗ ✗ SD Uses re-access ratio
(based on reuse time)
to estimate the stack
distance

DFShards
2021 [91]

✗ ✗ O(MRS) O(NMRS) ✗ ✗ Sim. Dynamically adapted
MiniSim configurations

APAC
2022 [76]

✗ ✓ O(M) O(N) ✗ ✗ SD Approximated the
stack distance using an
approach similar to reuse
time estimation

2.2.1 Mattson

In 1970, Mattson et al. introduced the first MRC-generation algorithm capable of generating an
MRC in one-pass over a workload’s trace of cache accesses, assuming a compatible eviction policy
such as LRU [61]. Thompson [83] provided a definition for the meaning of a one-pass algorithm in
the context of cache performance analysis relevant to MRC-generation:

“A cache management algorithm is called a one-pass algorithm if it can be simulated in time
which is O(NS) and space which is O(S), where N is the number of trace events, and S is
the largest cache size of interest.”
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This definition is crucial to distinguish whether MRC-generation algorithms are one-pass or not.
For instance, if cache simulations are used, and all simulation instances are performed in parallel,
wherein each access in the access trace is read only once, one might consider it to be a one-pass
process. However, since we are maintaining multiple cache instances rather than the largest cache
instance, simulation is not a one-pass process.

Prior to Mattson’s algorithm, generating an MRC required running a separate simulation for
each different cache size on the MRC (i.e., a multi-pass process). This is the primary reason why
Mattson et al.’s seminal work is among the most influential in the area of cache performance analysis
and in particular MRC-generation.

The main observation behind Mattson’s algorithm is that for a set of eviction policies like LRU,
each object that exists in a cache size s must exist in all cache sizes ≥ s. In addition, for all possible
cache sizes (0,∞), the order of objects that exist in each cache is the same. These two conditions are
referred to by Mattson et al. as the inclusion property. With this observation, Mattson et al. found
that only a single reference per object is required rather than maintaining multiple instances per
object, thus requiring O(M) space to generate the exact MRC, where M is the number of distinct
objects in an access stream or trace. The main requirement to generate the MRC is maintaining a
histogram of the caching requirements for each access, i.e., the smallest cache size required to allow
the access to an object to result in a cache hit. Due to the inclusion property, accessing the same
object in caches of all larger sizes must result in a cache hit as well. From this histogram, the MRC
can be generated as described below.

For each access to an object in an access stream (or trace), Mattson’s algorithm identifies the
number of distinct objects accessed since the currently accessed object was last accessed. This
number of distinct objects identifies the minimal cache size needed for the current object to remain
in the cache; any smaller cache size would result in a cache miss, and any larger cache size would
result in a cache hit. To identify the number of distinct objects accessed since the currently accessed
object was last accessed, Mattson’s algorithm maintains a stack of distinct accessed objects ordered
by access recency with the most recently accessed object at the top.2

For each access in the access stream, Mattson’s algorithm linearly searches the stack from the
top for the currently accessed object. If found, then the position in the stack, referred to as the
stack distance,3 is recorded in a histogram of encountered stack distances, and the object is moved
to the top of the stack, as it is now the most recently accessed object. If the object is not found in
the stack, then it is being accessed for the first time; in that case, a stack distance of ∞ is added to
the histogram, and a new element representing the object is added to the top of the stack.

For an example, we use the accesses from Fig. 4 of Mattson et al. [148], {a, b, b, c, b, a, d, c, a, a}.
Fig. 2.1 shows Mattson’s stack organization just before processing the 5th access (to b). To process
the access to object b at time 5, we search for b in the stack to determine the stack distance. In this
case, the object is in the second position in the stack, so the stack distance is 2, which is recorded
in a histogram that records the frequency of each encountered stack distance.

2This can be easily implemented with a linked list, where each list node contains the key of the accessed object.
In all MRC-generation algorithms discussed herein, there is no need to store the actual object (the values), but we
only rely on the metadata such as the hash of the key, the object size, and the eviction time.

3Another closely related metric is the reuse distance. Although the stack distance and reuse distance are sometimes
used interchangeably in the literature, the difference between them is that the stack distance measures the number of
unique objects accessed between two accesses to the same objects, while the reuse distance measures the number of
accesses between two accesses to the same objects [145–147], i.e., one is distinct count, and the other is not.
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a

Figure 2.1: Example of the operation of Mattson’s algorithm.

At any moment while processing the access stream, the MRC can be generated as the inverse
Cumulative Distribution Function (CDF) of the histogram. The intuition behind this is that due to
the inclusion property, any cache miss at cache size s must be a miss at cache sizes ≤ s. Similarly, any
cache hit at cache size s must be a hit at sizes ≥ s. This means that the cache hits must be cumulative,
which results in a monotonically decreasing MRC. We provide more details on the derivation of the
MRC in Chapter 5. For a stream with accesses to M distinct objects, space complexity is O(M),
and each stack search has O(M) time complexity for O(NM) total time complexity with N accesses
in the stream. Mattson’s approach is used by virtually all one-pass MRC-generation algorithms.

Side Note. In addition to LRU support, Mattson et al. presented an optimal eviction policy
called OPT, and showed that it is a stack policy and proved it to be optimal [61]. Four years prior
to that, Belady introduced a different optimal eviction policy called MIN, but the proof that it
is optimal came roughly 6 years after Mattson et al. published the proof for the OPT algorithm,
which Belady relied on to prove MIN is optimal [149]. Michaud dedicated an article to explain the
properties of both MIN and OPT, which helps clear the confusion between the two as they are often
used interchangeably in the literature even though they are different [149]. Optimal eviction plays
an important role by serving as a baseline for comparing different eviction policies. Thus, OPT
and MIN have been used as baselines to compare various eviction polices [88, 114, 150, 151]. One
interesting observation is that although OPT and LRU are stack policies, most eviction policies that
reduce the gap between LRU and OPT are not stack policies. Thus, it remains an open question
if there is an eviction policy that outperforms LRU while remaining a practical stack policy given
that OPT and MIN are not implementable in practice.

Reversing Conclusions About Prior Work

Although Mattson et al. stated that the Least Frequently Used (LFU) eviction policy is a stack policy
(i.e., satisfies the inclusion property), Kelly et al. showed that there are two variants of LFU [152];
one is indeed a stack policy and another variant that is not. This distinction between the different
variants of LFU was also noted by Breslau et al. [153]. Non-stack-based eviction policies can have
non-monotonic MRCs, wherein increasing the cache size could increase the miss ratio rather than
decreasing it, which is counterintuitive. Belady et al. [154] showed that the First-in-First-out (FIFO)
policy exhibits this behavior, which is known as Belady’s anomaly.4

4Page 2 from [154] shows a simple memory access sequence to produce the FIFO anomaly.
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Figure 2.2: LFU’s non-monotonic MRC for workload #067 from IBM. (interval [529539s-702339s])

Table 2.3: Example illustrating that MRU violates Mattson et al.’s inclusion property. At each time
step, we show the content of Mattson’s stack. We highlight in red when the violation occurs.

Cache Size / Access a b c d b

1 {a} {b} {c} {d} {b}
2 {a,−} {b, a} {c, a} {d, a} {b, c}
3 {a,−,−} {b, a,−} {c, b, a} {d, b, a} stack distance = 2
4 {a,−,−,−} {b, a,−,−} {c, b, a,−} {d, c, b, a} stack distance = 3

We discovered the first real-world example that shows LFU produces a non-monotonic MRC as
shown in Fig. 2.2. The figure shows that LFU, for the particular workload shown, is the best policy
up to a cache size of roughly 4GiB, but then suddenly it becomes significantly worse.

Similarly, the Most Recently Used (MRU) eviction policy was considered to be a stack policy [55,
91, 155], but we found it is not. An example is shown in Table 2.3, where a simple access sequence
shows how the inclusion property is violated when using the MRU eviction policy. The access
sequence is {a, b, c, d, b}. If we consider four cache sizes, from 1 to 4, then we notice after processing
the 4th access that the stack distance for cache size 3 is 2, while it is 3 for cache size 4. In Chapter 4,
we also show that incorporating heterogeneous size objects violates the inclusion property for eviction
policies, including LRU, for any cache size smaller than the largest object size considered.

2.2.2 Olken

Mattson’s algorithm is considered to be slow because it has to linearly search the stack on each
access, thus having a computational overhead of O(M) per access. Several algorithms focused on
improving Mattson’s algorithm computational complexity. One of the earliest attempts was in 1975,
when Bennet and Kruskal observed that instead of computing the stack distance as the position
in a stack, it could be computed as the number of distinct objects accessed since the last access
to the same object (plus one for the accessed object itself) [82]. This observation, while seemingly
trivial, is important as it facilitated a breakthrough in approximate MRC-generation in 2014 with
CounterStacks (discussed in Section 2.2.3). With this observation, Bennet and Kruskal introduced a
more efficient LRU stack processing technique than Mattson by using a binary tree, which reduced
the computational complexity from O(NM) to O(N logN)

(
i.e., O(logN) per access to find the

stack distance instead of Mattson’s O(M)
)
.
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In 1981, Olken further optimized Bennet and Kruskal’s approach by reducing the complexity
of computing the stack distance per access from O(logN) to O(logM) by using a balanced binary
search tree [62]. This brings the complexity of computing the stack distance down from O(M)

to O(logM), and overall, from O(NM) to O(N logM). This is the most efficient exact one-pass
MRC-generation algorithm to date.5

Olken described his algorithm by using an Adelson-Velsky and Landis (AVL) tree [62], but any
balanced binary search tree would work as well (e.g., Niu et al. implemented Olken using a Splay
tree [86]).6 Each node in Olken’s tree represents a distinct object and has a weight, defined as the
total count of child nodes plus one for the node itself. Ordered by access recency, the tree simplifies
counting the number of objects with a timestamp greater than the timestamp of the current access.
The algorithm also maintains a hash table to track the last access time of each object, which is used
to efficiently locate objects in the tree while performing a tree search to compute the stack distance.

The computation of the stack distance for an accessed object is as follows. If the object is found
in the hash table, then the timestamp obtained from the hash table is used to search for the object in
the tree. The stack distance is then computed as the number of nodes in the tree with a timestamp
larger than the obtained one (plus one for the node itself), counted via the weights during the tree
search. The node is subsequently removed from the tree and reinserted with the current timestamp,
and the hash table entry for the accessed object is updated to the current timestamp. If the object
is not present in the hash table, then it is being accessed for the first time, so a new node with
the current timestamp is added to the tree, a corresponding entry is added to the hash table, and
a stack distance of ∞ is recorded in the histogram. Lastly, the MRC is generated from the stack
distance histogram using Mattson’s approach, described in Section 2.2.1.

As an example, consider the following access pattern {a, b, c, d, e,d}. At each time step, an object
is accessed, and a letter identifies the accessed object starting at time 1. After time 5, when object
e is accessed, the state of the AVL tree is shown in Fig. 2.3. At time 6, object d is accessed again.
Olken’s hash table will be consulted to determine the last access time of object d, which is 4. The
tree is then searched from the root for timestamp 4, and the stack distance is calculated based on
the number of objects with larger timestamps. For object d, only object e has a larger timestamp,
so the stack distance is equal to the weight of the right sub-tree of the node containing object d

(plus 1 for the node itself), which is 2.

Side Note. In 2012, Niu et al. presented a parallel implementation of Olken’s algorithm they called
PARDA [86, 157]. In June 2023, a new MRC-generation algorithm called Increment-and-Freeze
was presented [158]. The main motivation behind Increment-and-Freeze is the observation that
tree-based algorithms (e.g., Olken and PARDA) have poor locality, which leads to poor performance.
Their new algorithm aimed to improve locality, and they showed improved results over PARDA.
However, although we consider analyzing this new algorithm for future work (in particular to compare
with single-threaded PARDA, i.e., Olken), one of its main potential downsides is that its space
complexity is O(N) while Olken’s is O(M).

5It remains an open research question what the lowest computational boundary for exact MRC generation is. The
space complexity boundary is clearly O(M), because we must keep a copy of each distinct object accessed in order to
compute the exact stack distance. However, it is unclear whether O(logM) is the lowest achievable compute overhead
for computing the stack distance on each access, or whether this could be further improved.

6Splay trees were invented in 1985 [156], i.e., 4 years after Olken’s thesis. It is unclear which one is the most
efficient balanced binary search tree for Olken’s algorithm.
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Figure 2.3: State of Olken’s AVL tree after processing the fifth access in the pattern {a, b, c, d, e, d}.

2.2.3 CounterStacks

Bennet and Kruskal observed that the stack distance for an access can be obtained as the number
of distinct objects accessed since the last access to the same object instead of the position of the
object in Mattson’s stack [82]. CounterStacks [64, 119, 120, 159–161] approximates this number of
distinct objects accessed using cardinality estimation (also known as probabilistic counting and F0

estimators [162–172]), and in particular, the HLL counter [166] (which we describe in Section 2.4).
CounterStacks is explained in greater detail here because we extend this algorithm in Chapters 3
and 4, so a deeper understanding of CounterStacks is necessary to understand our extensions.

We first describe a basic CounterStacks algorithm that is computationally highly inefficient for
ease of understanding. We then describe a number of optimizations the CounterStacks team added
to the basic algorithm that make it more efficient. These optimizations result in CounterStacks
having a compute complexity of O(N logM/δ) and a space complexity of O(logM/δ), where δ is
a fixed pruning parameter described below [64, 119]. The basic CounterStacks algorithm works as
follows. For each access to an object in the access stream or trace:

1. a new counter is instantiated and added to a stack of counters, and
2. all previously created counters are incremented by one if and only if they have not previously

encountered an access to the same object.

To obtain the stack distance of the current access, the counters are traversed from oldest to
newest to find the first counter, ci, that was not incremented while the next counter, ci+1, was
incremented. The value of ci is taken as the stack distance because counter ci recorded an access
to the same object previously, while counter ci+1 did not, and the value of ci identifies how many
distinct objects it has encountered. Thus, the value of ci corresponds to the smallest cache size (in
number of objects) needed to achieve a hit for the accessed object.

Fig. 2.4 shows an example of the operation of CounterStacks. When the first access (to a) is
processed, CounterStacks initializes a new counter c1. The value of c1 will equal the number of
unique objects encountered since it was initialized, which is 1. A new counter, c2, is added when the
second access (to b) is processed. The value of c1 and c2 will be updated such that c1=|{a, b}|=2 and
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−−−−−−−−→ time (j) −−−−−−−−→
Time 1 2 3 4 5 6 7 8 9 10

ci a b b c b a d c a a

c1 1 2 2 3 3 3 4 4 4 4
c2 1 1 2 2 3 4 4 4 4
c3 1 2 2 3 4 4 4 4
c4 1 2 3 4 4 4 4
c5 1 2 3 4 4 4
c6 1 2 3 3 3
c7 1 2 3 3
c8 1 2 2
c9 1 1
c10 1

Figure 2.4: Example of the operation of CounterStacks using the accesses from Fig. 4 in Mattson
et al.’s paper [61]. Each row represents a counter, going from oldest at the top to the newest at the
bottom. Each column represents a time step, from left to right, with the data of the current access
identified at the top. The counter values shown are those obtained after processing the access at the
top of the respective column.

c2=|{b}|=1, and so on.7 As an example for determining the stack distance, consider the processing
of the third access to b at time step 5 (in bold): counter c3 (boxed) does not increase, but counter
c4 (dash boxed) does, so the value of c3, namely 2, is the stack distance for the third access to b.

Optimizations. The basic CounterStacks algorithm, as described above, is highly inefficient, as
each counter needs to record all distinct references it has encountered, and these then need to be
searched through on each access. This makes the basic algorithm’s time complexity O(N2M) and
space complexity O(NM). We now describe a number of optimizations to the basic algorithm which
were introduced by the authors of CounterStacks [64].

HLLs. Using counters requires CounterStacks to maintain a list of previous references for each
counter. To alleviate this burden, CounterStacks ingeniously uses probabilistic counters to reduce
space usage. One of the most practical probabilistic counters selected for this task is the HLL
counter, which has good accuracy while using a fixed amount of space (e.g., for 98.5% accuracy
it uses approximately 4KiB of space) [159, 166]. HLLs are used in CounterStacks to approximate
the number of unique references for each counter while eliminating the need to maintain a list of
previous references. More details on HLLs are presented in Section 2.4.

To use HLLs, the accurate counters are simply replaced with HLLs and their reported values
are used in the same way. Using HLLs in CounterStacks could introduce negative frequencies in the
stack distance histogram due to the probabilistic nature of the counters. To overcome this issue,
the process of generating the MRC from the stack distance histogram (i.e., Mattson’s approach) is
adjusted to ensure that the cumulative frequency is monotonically increasing which should prevent
the miss ratio from increasing for larger cache sizes.

7In this context, |X | refers to the cardinality of the multiset X , i.e., the number of distinct objects.
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Pruning. Once two counters have the same number of unique references, their future values
will remain the same in perpetuity because each new access reference adds one to both counters.
Hence, pruning is used to keep only one of these counters in order to save space and computation.
CounterStacks is more aggressive and deletes a younger counter when its value is at least (1 − δ)

times the older counter. This guarantees that the number of counters is at most O(logM/δ), where
δ is a fixed pruning parameter [64]. There are two variants of CounterStacks: High-Fidelity (HiFi),
which uses a pruning δ of 0.02, and Low-Fidelity (LoFi), which uses a δ of 0.1.

Downsampling. Although pruning limits the number of counters in the stack, the number of
instantiated counters is still N , which makes the algorithm slow. With downsampling, a new counter
is instantiated only on every d-th access. This reduces the number of instantiated counters from
N to N/d. Moreover, to further reduce the computational overhead, the counts of all counters are
updated only on every d-th access (instead of on each access), while taking into account all d accesses
since the last update. Wires et al. showed that downsampling has minimal impact on the accuracy of
the MRCs for the MSR workloads [64]. Their experimental evaluation used a downsampling factor
d = 1 million, but they also add a new counter every 60 seconds for the HiFi variant and every
3,600 seconds for the LoFi variant (based on access reference time), if the downsampling factor is
not reached within that time frame.

CounterStacks uses Mattson’s stack distance histogram approach to generate the MRC, wherein
a histogram of stack distances is built and then used to generate the MRC (§2.2.1). Downsampling
changes the way the stack distance is computed because with downsampling, up to d accesses are
processed at a time instead of a single access. To estimate the stack distances for those accesses,
CounterStacks iterates over all the counters, from oldest to newest, and compares how much adjacent
counters increased after processing these accesses. Between time j and j+1, if two adjacent counters,
ci and ci+1 are increased by ∆i and ∆i+1, respectively, we can infer that (∆i+1 − ∆i) accesses
represent hits in the cache represented by ci but misses in the cache represented by ci+1 [64]. Thus,
CounterStacks increments the ci histogram bin by (∆i+1 −∆i). For the last counter in the stack,
cn, the histogram bin corresponding to cn is incremented by d− cn. The reason is that cn represents
the number of distinct objects accessed in the last processed d accesses, and thus d − cn hits must
have occurred. Finally, the histogram bin corresponding to the ∞ stack distance is incremented by
d minus the sum of all previous bin increments to ensure the histogram is updated by d. Wires
et al. refer to the aforementioned process as the finite differencing scheme [64]. Eq. 2.1 details the
histogram increments for each counter while performing the finite differencing scheme.

Number of Hits =

{
d− ci,j , last counter
(ci+1,j − ci+1,j−1)− (ci,j − ci,j−1) , otherwise

(2.1)

Downsampling is the most complex aspect of the CounterStacks algorithm, and it is
counterintuitive, thus we provide a numerical example for better understanding. Consider the
scenario shown in Fig. 2.5, where three batches are processed, each containing three accesses (i.e.,
d = 3). After the first batch, b1, is processed, the finite-differencing scheme is applied. Note that by
the end of the first time step, there will only be a single counter, i.e., c1. Thus, the finite differencing
scheme will result in incrementing the ∞ histogram bin by 3 as there are no hits: i.e., when applying
Eq. 2.1, then d− c1,1 will be 3− 3, which equals 0 hits.
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−−−−−−−−−−→ Batch (b) at time (j) −−−−−−−−−−→
Time 1 2 3

ci b1{a, b, c} b2{a, b, d} b3{c, e, e}
c1 3 4 5
c2 - 3 5
c3 - - 2

histogram update analysis after processing bj using Eq. 2.1

• Increment the ∞ bin by 3
misses.

• + 2 hits
(
(3− 0)− (4− 3)

)
at sd 4

(i.e., ci,j).
• + 0 hit (d− 3) at sd 3.
• + 1 miss at sd ∞.

• +1 hit ((5− 3)− (5− 4)) at sd {5}.
• +0 hit ((2− 0)− (5− 3)) at sd {5}.
• + 1 hit (d-2) at sd 2.
• + 1 miss at sd ∞.

Figure 2.5: Example of CounterStacks with downsampling (d = 3). The figure illustrates the stack
distance histogram update process for three batches of accesses to cache objects, each containing
three accesses. For example, in batch b1, accesses to objects {a, b, c} result in counter c1 being
initialized to 3. Applying Eq. 2.1 shows that there are no cache hits for the accesses from this batch,
and all three accesses result in misses, thus incrementing the ∞ bin by 3. (sd: stack distance).

After processing the second batch, b2, a new counter c2 is instantiated. The accesses from b2

are added to c1 and c2. Applying the finite differencing scheme to c1 and c2 results in the following
histogram updates. First, for c1, there are two cache hits at stack distance 4 (i.e., (3−0)−(4−3) = 2),
thus the stack distance histogram bin corresponding to the stack distance 4 is incremented by 2.
Second, for c2, there are no cache hits (i.e., d− 3 = 0). Lastly, the ∞ histogram bin is incremented
by d minus the sum of all previous cache hits, which is 3− 2 = 1.

For the third batch, b3, a new counter c3 is instantiated and the accesses from this batch are
added to c1, c2, and c3. Applying the finite differencing scheme results in the following histogram
updates. First, for c1, there is one cache hit at stack distance 5 (i.e., (5− 3)− (5− 4)). Second, for
c2, there are no extra cache hits at stack distance 5 (i.e., (2− 0)− (5− 3)). Third, for c3, there is 1

cache hit at stack distance 2 (i.e., d− c3,3 = 3− 2). This means that for this batch that contained
3 accesses, two of them are hits, and there is a remaining single miss, which is for the first access
to object e that was never seen before (i.e., a compulsory miss). Lastly, the ∞ histogram bin is
incremented by 1 to reflect that compulsory miss.

Streaming. A major feature of CounterStacks is its ability to stream intermediate counter
information; e.g., by persistently storing the most recent counter values after the processing of
each batch. For example, each column shown in Fig. 2.5 can be streamed after processing the
corresponding batch. The streams can be used to generate MRCs over arbitrary time intervals, and
streams from different workloads can be merged to obtain MRCs for combined workloads (assuming
accesses are for disjoint objects [64]). The MRC for the accesses between any time points tx and ty can
be generated by computing the stack distances using the finite differencing scheme described earlier
for the streamed counter values in each successive interval (tx, tx+1), (tx+1, tx+2), · · · , (ty−1, ty),
updating the stack distance histogram each time. Mattson’s histogram approach is then applied
to generate the MRC form the stack distance histogram (as we described in Section 2.2.1).
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2.2.4 Shards

To reduce the overhead of exact MRC-generation algorithms, such as Olken, Waldspurger et al.
introduced Spatially Hashed Approximate Reuse Distance Sampling (Shards) [55, 173]. Shards

runs on top of an exact algorithm such as Olken to generate the MRC but considers only a sampled
subset of the total accesses in the workload. Access i in the workload is sampled if the hash of the
accessed object’s key, Hi, modulo P (a constant typically set to 224) is less than a threshold T ;
i.e., if Hi%P < T . Thus, T is used to control the sampling rate R = T/P . This method of spatial
sampling has the attractive property that if an access to an object is sampled, then all accesses to
the same object will be sampled.

Sampling makes Shards an approximate algorithm but generates surprisingly accurate MRCs for
most workloads the original authors tested, even with a low sampling rate of R=0.001 (= 0.1%) [55].
Two variants of Shards were proposed: fixed-rate FR-Shards, which maintains a constant
sampling rate, and fixed-size FS-Shards, which adjusts the sampling rate down to keep the
number of sampled objects below a specified constant. Waldspurger et al. further introduced an
extension to the two variants, which adjusts the generated MRCs to address sampling biases:
FR-Shardsadj and FS-Shardsadj . We now describe each of these variants.

FR-Shards

FR-Shards uses a fixed sampling rate, R, when processing the workload to generate the MRC. It
requires less time and space to generate an MRC than the underlying MRC-generation algorithm it
uses, such as Olken, where the time complexity becomes O(RN logM) and space complexity becomes
O(RM). For example, with a sampling rate of 0.001, memory and compute overheads are decreased
by approximately a factor of 1,000. The primary challenge with FR-Shards is determining a
suitable sampling rate, R, for a given workload to achieve the desired accuracy a priori.

FS-Shards

FS-Shards samples accesses to objects such that the number of distinct sampled objects does
not exceed a constant, Smax. Waldspurger et al. showed that with Smax = 8K, reasonably
accurate MRCs were generated for most workloads they have tested [55]. This variant achieves
O(1) space overhead and O(N) compute overhead, making it one of the most efficient approximate
MRC-generation algorithms. FS-Shards begins with a high sampling rate (typically R = 0.1 or
even R = 1.0) and reduces it monotonically to prevent sampling more than Smax distinct objects.
For each object sampled for the first time, the object’s sampling factor Fi = Hi%P is recorded in a
priority queue, F-PQ, of ⟨object, Fi⟩ tuples, ordered by Fi. Once the number of sampled objects
is about to exceed Smax, the object with the largest sampling factor, Fmax, is removed from F-PQ
and Olken’s data structures, then the algorithm’s sampling threshold, T , is lowered to Fmax.

Shardsadj

Sampling bias is a known downside of Shards, as it may not sample frequently accessed objects,
leading to highly inaccurate MRCs [55]. This poor accuracy stems from Shards not being able to
distinguish between highly popular and less popular objects. To mitigate this issue, Waldspurger
et al. proposed an extension to Shards called Shardsadj [55]. This modification estimates the
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number of accesses expected to be sampled for a given sampling rate and then adjusts the first
bin in the stack distance histogram by the difference between the expected and actual number of
sampled accesses. This extension is based on the premise that the difference between the expected
and actual number of sampled accesses is primarily due to not sampling frequently accessed objects,
and that most accesses for these popular unsampled objects should result in hits at relatively small
stack distances. Increasing the frequency of the first bin in the histogram addresses this issue.

Extensions to Shards

Carra et al. proposed an extension to Shards to reduce its error for small cache sizes [90]. The
primary idea behind their work is to build two MRCs for an access trace instead of one. The first
MRC is exact and the other one is sampled using Shards. For the exact MRC, the stack size (recall
from Mattson’s algorithm) is limited to include up to B objects, which effectively builds the MRC
for a maximum of B objects. Then, the two MRCs are combined into a single one by simply merging
the two for their corresponding portions. Their primary claim is that high errors occur with Shards

when generating MRCs only in the portions of the MRC corresponding to small cache sizes. They
tested synthetic Zipfian workloads and a few real-world workloads (with 30 million accesses) and
showed that their extension can significantly reduce the errors.

We found that Carra et al.’s extension presents challenges in practical application for two reasons.
Firstly, building an exact MRC requires processing all the accesses in the workload, which can
significantly reduce the benefits of Shards sampling. For instance, in our experiments using the
access traces from MSR, we observed that the original Olken’s algorithm can process 2.7 million
accesses per second on average. Using FR-Shards with a sampling rate of R = 1% increases the
throughput to 89.2 million accesses per second on average. However, using Carra et al.’s approach
with the same FR-Shards sampling rate of 1% (B = 8,000) reduces the throughput to 4.8 million
accesses per second on average.

Secondly, the benefit of the exact MRC portion is primarily for small cache sizes, which are
typically not used in practice (e.g., < 64MiB). Another complication of this work is that it assumed
uniform object sizes, which makes it simple to build an exact MRC for up to B objects. However,
once extended for heterogeneous object sizes, limiting the number of objects to B will no longer result
in an exact MRC, and in fact, it would cause significant errors. The reason is that the aggregate
size of the B objects will be different at different time points while processing the access trace.

2.2.5 MRC-Generation for Non-Stack-Based Policies

A myriad of cache eviction policies have been developed to try to approach the clairvoyant optimal
miss ratios (e.g., OPT/MIN) for different workloads [130, 136, 145, 146, 150, 151, 174–203]. Examples
include LRU, Least Recently Frequently Used (LRFU) [183], Frequency-Based Replacement
(FBR) [182], Early Eviction LRU (EELRU) [175], The Low Interreference Recency Set (LIRS)[194],
2Q [181], Multi-Queue algorithm [195], Adaptive Replacement Cache (ARC) [150], LHD [196],
Tiny-LFU [197], S3-FIFO [184], and Sieve [136]. Domain-specific eviction policies, such as policies
for SSD caches, have also been developed [130, 174, 198–203].
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Figure 2.6: MRCs for different eviction policies for the MSR web workload, which includes a cyclical
access pattern.

Since optimal eviction policies, such as OPT, have been shown to require knowing the future and
are thus not practical [149], a large number of developed eviction policies are striving to reach the
miss ratios of optimal eviction. However, as evidenced by the large number of available policies, it
is clear that there is no single “best” eviction policy; typically, the performance of eviction policies
depends on the workload’s access pattern. For instance, it has been shown that MRU works best for
cyclical workloads [204–206]: see Fig. 2.6 for an example. Similarly, LFU has been shown to be close
to Belady’s MIN for some workloads (primarily workloads with Zipfian power law distributions and
uniform object sizes) [152, 153, 207]. FIFO has been shown to provide performance close to that of
LRU for modern in-memory cache workloads from IBM and Twitter [22, 125]. In those cases, FIFO
is a better-performing eviction policy because it has lower operational overheads than LRU.

Despite the large number of proposed eviction policies, the preponderance of MRC-generation
studies has focused on a set of policies called stack policies, primarily LRU [55, 61, 62, 64, 86, 113].
Some potential reasons why this might have been the case:

1. LRU is a de facto standard and the default eviction policy for most caches [22–24] (e.g.,
Redis [208] and Memcached [31] are LRU-based).

2. LRU is very simple to implement in software, while other policies require more sophisticated
designs (e.g., ARC [150] and 2Q [181]).

3. The only method to obtain exact MRCs for non-stack-based policies is to run a separate
simulation for each cache size on the MRC, a process that is space- and time-inefficient.

Miniature Simulations

In 2017, Waldspurger et al. introduced a breakthrough in MRC-generation for non-stack-based
policies with Miniature Simulations. Waldspurger et al. observed that Shards sampling (described
earlier in Section 2.2.4) can be applied to simulations in order to make them more tractable [88].
Thus, their proposed algorithm, Miniature Simulation, processes a subset of the accesses in a
workload’s access trace to generate the MRC with good accuracy (with a typical mean absolute
error of less than 2% [88]), yet it can model any eviction policy.
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Miniature Simulations works as follows. The number of simulated cache instances needs to be
specified before the MRC-generation process starts. This number determines the granularity of the
generated MRC. In their evaluation, Waldspurger et al. used 100 equally distributed cache sizes
to be simulated with a predefined maximum cache size. Hence, 100 cache simulator instances are
created using the desired eviction policy. Each access in the workload is then processed by each of
the cache simulation instances. For each instance, a counter is maintained to record the number of
misses, and this number is updated whenever an access to a simulated cache results in a miss. To
generate the MRC, at any point in time, the miss ratio for each cache simulation instance is recorded
on the MRC with the corresponding simulated cache size.

Instead of processing all the accesses in a workload’s access trace, Miniature Simulations utilizes
Shards sampling, making it an approximate algorithm. Given a fixed sampling rate R, accesses
to only R% of the objects are sampled. The simulated cache sizes are scaled down by 1/R, thus
significantly reducing the space requirements for each simulation instance.

Recent developments. In 2021, Yu et al. identified challenges with Miniature Simulations,
such as the need to determine the number and size of simulated caches before beginning the process
of generating the MRC [91]. Simulating too many sizes could negatively impact the performance
of Miniature Simulations, while the selected sizes affect the granularity and utility of the MRCs.
To address these challenges, they proposed DFShards to dynamically adjust the configurations
of Miniature Simulations in real time based on the behavior and access patterns of the workload
being simulated. Their evaluation showed that DFShards saves up to 47% of the memory space
required for MRC-generation compared to Miniature Simulations. However, adjusting the number of
simulated caches has significant effect on the throughput of DFShards, thus making it impractical
to generate MRCs online [124].

Lastly, in 2024, our research group presented another improvement for non-stack policy MRC
generation [124]. This work is based on the premise that although non-stack policies violate the
inclusion property, this violation does not significantly affect the generated MRC for the policies
that were tested. The developed algorithm, Kosmo, simulates different cache sizes and uses Shards

sampling similar to Miniature Simulations and DFShards but generates the MRC differently.
Mattson’s approach, where the MRC is generated from a stack distance histogram, is used, but
with the adjustment for the meaning of a stack distance. For non-stack policies, they define the
stack distance of an access to an object as the smallest simulated cache size where the object exists.
Kosmo has been shown to be more efficient than Miniature Simulation [124].

2.3 Working Set Size (WSS)

The WSS has also been a focal point of research, offering insights into application memory demands.
Its importance is evidenced by numerous studies in the last five decades [11, 14, 60, 68, 93–106,
209–211]. WSS has practical applications in memory-aware load balancing, improving database
performance, virtual machines failure recovery, and it has been a guiding metric for memory
allocations [68, 102–104, 106, 212]. Its origins can be traced back to Denning, who introduced the
working set model for understanding program behavior, emphasizing its significance in the dynamic
management of paged memories and resource allocation [11]. A comprehensive background on the
origins and applications of the Working Set is presented in [14, 60].
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In the context of in-memory cache management, the WSS refers to the aggregate size of distinct
objects accessed in a workload over a specified interval of time. The WSS identifies the minimum
cache size needed to achieve the minimal miss ratio, which is the compulsory miss ratio. The
compulsory miss ratio is due to the fact that accesses to an object must result in at least one miss,
which is for the first access to that object; subsequent object cache misses are capacity (or expiry)
misses, which happen because the object does not exist in a smaller cache size due to evictions.
Given a cache size equal to the WSS, there will be no capacity misses.

There are mixed opinions as to the utility of the WSS. Some consider it “not enough to guide
memory allocation” and find MRCs to offer more utility [55, 213]. The primary reason behind such
claims is that the WSS does not offer insights into the performance of the cache, i.e., the miss ratio at
a cache size equal to the WSS [213]. We have observed that it is relatively straightforward to find the
performance for a cache size equal to the WSS by dividing the number of distinct objects accessed
over the total number of accesses, thus obtaining the compulsory miss ratio. Other researchers
consider the WSS to be sufficient to guide memory allocations without the need for MRCs [106].

We argue that the WSS and MRCs are both valuable and have different use cases. For small
WSS values, directly setting the cache size to the WSS will minimize the miss ratio. Conversely, for
larger WSS values, the MRC provides insights into cache size versus miss ratio trade-offs, which are
not available when using the WSS. In Section 3.5, we provide some surprising insights, which show
that many real-world workloads have very small WSSes, thus underscoring the utility of the WSS.

Effect of Object Expiry on the WSS.

Section 2.1.1 highlighted the importance of TTL expiry in modern caches. TTL attributes directly
affect the WSS because within the interval the WSS is measured, some of the objects might expire.
This complicates the meaning and measurement of the WSS.

We differentiate between the original WSS and the WSS when objects expire based on TTL
by introducing the term "unexpired WSS". The original WSS measures the aggregate size of
distinct objects accessed in a workload over a specified interval, while the unexpired WSS measures
the aggregate size of unexpired distinct objects accessed within the interval.

We illustrate the difference between the two WSS variants using the example shown in Fig. 2.7.
The dotted line in the figure shows the original WSS measured as the aggregate size of distinct
objects accessed since the beginning of the workload’s access trace up to the point the WSS is
measured. The WSS keeps increasing monotonically, ultimately reaching 210GiB.

Taking TTLs into consideration leads to objects expiring. In the figure, the solid line shows
the unexpired WSS, measured as the aggregate size of unexpired distinct objects accessed since
the beginning of the workload’s access trace. The unexpired WSS oscillates between 2.31GiB and
22.75GiB. When using the unexpired WSS for cache allocation, utilizing the high watermark value
allows for accommodating the worst-case scenario within the interval in which the unexpired WSS
is measured. Hereinafter, we use unexpired WSS and WSSttl interchangeably.
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Figure 2.7: Working Set Size for the Twitter workload #46, both with and without TTLs. Each
point at time t represents the WSS from [0, t). The dotted line shows the original WSS, while the
solid line shows the unexpired WSS when taking TTLs into consideration.

2.4 Cardinality Estimation

Cardinality estimation (also known as probabilistic counting) refers to approximating the number
of distinct objects accessed in an access stream or trace. Consider the following example, which
motivates the need for cardinality estimation. A web service administrator is interested in finding
the number of unique sessions connected to their web service. Assuming each session has a unique
identifier, this task can be easily performed in linear space. However, if the number of sessions is
large, then significant space would be needed for this purpose. For instance, assume that we have one
billion sessions, and each session is identified with a 64-bit hash, then approximately 8GiB of memory
would be required. Cardinality estimation reduces this space requirement significantly while being
highly accurate. For instance, one of the most widely used cardinality estimators, the HLL counter,
achieves 98.4% and 99.6% accuracy while using ˜4KiB and ˜64KiB of space, respectively [166, 167].

We are interested in using a cardinality estimator (also known as probabilistic counter and
F0 estimators [162–172]) to determine the number of distinct objects accessed in a stream of
cache accesses. The HLL counter can efficiently approximate the number of distinct elements in
a multiset [166, 167]. For our particular application, the multiset being considered contains one
element for each access in the target workload.8 More specifically, each element is a hash of the key
used to access an object in the cache. Below, we give a high-level overview of the HLL algorithm,
which is needed to understand our extended HLL to accommodate TTLs in Chapter 3 and our
extended HLL to accommodate heterogeneous object sizes in Chapter 4.

8A multiset (a.k.a. bag [214]) is a generalization of a set: while a set contains only one occurrence of any given
object, a multiset may contain multiple occurrences of the same object. We use standard set notation throughout
the dissertation for multisets. The multiset could also refer to a stream of accesses to cached objects; each object is
identified by a key, typically an integer hash value.
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Insert(x, HLL): update HLL to reflect x added to multiset
HLL[P(x)] = max{HLL[P(x)], NLZ(S(x))} where
P(x)= first b bits of x; S(x)= last 64− b bits of x

Count(HLL): returns counter estimate
return α · 2n+1 where n+ 1 = harmonic mean of HLL [0..2b − 1]
and α is a constant.

Merge(HLL1, HLL2) → HLL: merge HLL1 and HLL2

for i = 0..2b − 1 HLL[i] = max{HLL1[i], HLL2[i]}

Figure 2.8: HLL operations

Assuming multiset M contains 64-bit integers, the HLL algorithm identifies the Number of
Leading Zeros NLZ(x) in the binary representation of each x ∈ M. If the maximum NLZ is
n = maxx∈M NLZ(x), then the algorithm estimates that M’s cardinality is α · 2n+1, where α is a
bias correction factor [166]:

α =



0.673 if b = 4

0.697 if b = 5

0.709 if b = 6

0.7213
1+1.079/2b

if b ≥ 7

(2.2)

To improve accuracy, the algorithm first partitions the elements of M into 2b buckets. The b-bit
prefix of element x, P (x), is used to identify which bucket x belongs to. Each bucket separately
tracks the maximum NLZ of the (64 − b) bit suffix, S(x), of each x assigned to the bucket; these
maxima are maintained in a bucket array, which we denote HLL[0 : 2b−1]. The overall count estimate
is then α · 2n+1, where n+ 1 is the harmonic mean9 of the bucket maxima in the bucket array.

The estimation error of an HLL counter is 1.04/
√
2b, so b is effectively a precision parameter [166];

for example, b = 12 provides over 98% accuracy in practice. The space used per bucket is typically
6 bits, so an HLL counter (in its entirety) requires (2b · 6) bits (using a 64-bit hash function); that
is, with b = 12, 3KiB of space is needed for the bucket array.10

There are three main operations on HLL counters: Insert, Count, and Merge. Their
implementations are surprisingly simple and shown in Fig. 2.8. Insert updates an HLL to reflect a
new element x being added to the multiset. Count returns the count estimate. Merge generates an
HLL to reflect the number of distinct objects in the union of two multisets, M1 ∪M2, given their
respective HLLs.

9Flajolet et al.’s HyperLogLog cardinality estimator [166] improved upon its predecessor, the LogLog
algorithm [165], by using a harmonic mean instead of a geometric mean. This reduced the effect of outliers and
improved estimation accuracy from 1.30/sqrt(2b) to 1.04/sqrt(2b).

10In practice, using a byte instead of 6 bits per bucket simplifies the implementation, but increases the space required
from 3KiB to 4KiB. In our implementation, we use Heule et al.’s HLL++ implementation [167], which supports 64-bit
hashes and has a sparse implementation. Throughout the dissertation, we refer to Heule’s HLL++ as HLL.



Chapter 3

Accommodating TTLs in MRC
Generation and WSS Estimation

In-memory caches play a pivotal role in optimizing distributed systems by significantly reducing
query response times. Correctly sizing these caches is critical, especially considering that prominent
organizations use terabytes and even petabytes of DRAM for these caches. The Miss Ratio Curve
(MRC) and Working Set Size (WSS) are the most widely used tools for sizing these caches.

Modern cache workloads employ Time-to-Live (TTL) attributes to define the lifespan of cached
objects, a feature essential for ensuring data freshness and adhering to regulations like the General
Data Protection Regulation (GDPR). Surprisingly, none of the existing MRC and WSS tools
accommodate TTLs. Based on 28 real-world cache workloads that contain 113 billion accesses,
we show that taking TTL attributes into consideration allows a 69% lower memory footprint for
in-memory caches on average (and up to 99%) without a degradation in the miss ratio.

This chapter describes how TTLs can be integrated into today’s most important MRC generation
and WSS estimation algorithms. We also describe how the widely used HyperLogLog (HLL)
cardinality estimator can be extended to accommodate TTLs and show how it can be used to
efficiently estimate the WSS. Our extended algorithms maintain performance levels comparable to
those of the original algorithms. All our extended approximate algorithms are efficient, run in
constant space, and enable more resource-efficient and cost-effective cache management.

3.1 Introduction

In this chapter, we address the critical issue of sizing in-memory caches in modern cloud
environments. Although this is a well-trodden problem for which many tools have been developed
over the last five decades to aid in better understanding cache size trade-offs [55, 56, 61, 62, 64,
75, 86–90, 105, 113, 143, 144, 215], it is surprising that none of these tools are able to support
modern workloads. More specifically, none of these tools are able to take TTL attributes of
cached objects into account, even though many modern workloads use TTLs to limit the lifespan of
cached objects [39, 109, 125, 134, 135]. This chapter rectifies this situation for the most important
state-of-the-art MRC generation and WSS estimation algorithms.

34
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MRC. The MRC is the most effective tool for evaluating cache size trade-offs. It plots the cache
miss ratio as a function of the cache size for a given workload under a specific eviction policy. Recall
our example from Fig. 1.2 which showed the MRC for cache workload #079 from IBM, and provided
details on how cache sizing decision could be guided by the MRC.

Mattson [61] and Olken [62] are MRC-generation algorithms that produce exact MRCs. However,
they are known to be computationally intensive and have large memory footprints, which makes
them unsuitable for online MRC-generation [55, 64, 113]. Consequently, a number of algorithms
have been introduced that generate approximate MRCs with significantly lower computation and
memory overheads. Examples include Counterstacks [64], Shards [55], and AET [113]. Despite
being approximate, these algorithms generally produce MRCs with acceptable errors, e.g., <2%.

WSS. The WSS is another important tool that aids in the management of caches. It refers to
the aggregate size of all distinct objects accessed by a workload over a specified interval of time.
The WSS identifies the minimum cache size needed to achieve the minimal miss ratio. With TTLs,
the WSS becomes the aggregate size of the unexpired distinct objects accessed, which we refer to as
unexpired WSS (or WSSttl), as discussed in Section 2.3.

The WSS can be obtained in a number of ways. First, a hash table can be used to track objects
accessed by the workload; the WSS is then the aggregate size of the distinct objects accessed, as
recorded in the hash table. This approach requires memory proportional to the number of distinct
objects accessed, which can be significant given that some workloads access billions of unique objects.
Second, it is also possible to extract an estimate of the WSS from the workload’s MRC: the point
along the x-axis where the MRC first reaches its minimum miss ratio [104, 105, 215].

Finally, a WSS estimate can be obtained by using a cardinality estimator (§2.4) to identify the
number of distinct objects accessed. A popular cardinality estimator is the HLL counter [166, 167],
which is also used by the CounterStacks MRC-generation algorithm. The HLL is attractive because
it is able to produce a WSS estimate using only a constant amount of space. Further, it enjoys the
benefits of streaming as described further below.

TTLs Matter. For many modern workloads, TTLs play a critical role in cache management by
providing a mechanism to expire cached objects based on their age [39, 109, 114, 125–135]. TTLs are
used, for example, to limit stale, inconsistent data in the cache or to implement GDPR-mandated
restrictions [39, 109, 125, 133, 138]. In the Twitter cache workloads that have been made public [39],
each cached object has an associated TTL attribute. Fig. 3.1 depicts the cumulative distribution of
TTLs for each of the workloads from Twitter. The figure shows that the TTL distribution varies
significantly for the different workloads. Overall, 27% of the cached objects expire in less than an
hour, 50% of them expire in less than 12 hours, and 90% of them expire in less than 5 days.

TTL attributes can significantly impact MRCs and WSSes. For example, Fig. 3.2 shows that
neglecting TTLs when generating MRCs can result in substantially inaccurate MRCs. The figure
shows two MRCs for Twitter’s recommended workload #50: one taking TTLs into account and the
other not. The cache size needed to achieve the minimal miss ratio is 7.3GiB when TTLs are taken
into account, but it increases to 123GiB when they are not.
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Figure 3.1: Cumulative distribution function (CDF) of the TTL attributes for the workloads in the
Twitter collection. The red curve shows the CDF of TTL attributes across all accesses.
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Figure 3.2: MRCs for the Twitter workload #50: With TTL, it reaches steady-state at 7.3GiB;
without TTL, at 123GiB.

Similarly, neglecting TTLs when generating WSSes can also be highly misleading. Fig. 3.3 shows
that for Twitter’s recommended workload #19, the unexpired WSS never exceeds 5GiB when taking
TTLs into account but reaches 40GiB when neglecting TTLs. Given that some objects may expire,
the WSS can fluctuate, as illustrated. Therefore, cache sizing should be based on the high watermark
of the unexpired WSS within an interval, rather than the instantaneous unexpired WSS.

Benefits of streaming. Streaming refers to the periodic saving of HLL counters [64]. It
can be used with WSS estimators based on HLL counters and the CounterStacks MRC-generation
algorithm, which is also based on HLL counters. Streaming enables analysis of a given workload at
a more granular level, and it enables analysis of the effects of combining multiple workloads to use
a single cache.
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Figure 3.3: WSS for the Twitter workload #19, both with and without TTL. Each point at time t
represents WSS from [0, t). The solid line shows the unexpired WSS.
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Figure 3.4: WSSes for the MSR src2 workload. Each point captures the WSS over a one hour
time period. For most hours, the size of the WSS is under 200MiB. In hours 91–97 the WSS of the
workload is orders of magnitude larger.

As an example, consider Fig. 3.4 which depicts the WSS of the MSR src2 workload for each
successive one hour period obtained using HLLs. The figure shows that the workload has outliers
in hours 91-97 with significantly higher than normal WSSes. Understanding when exactly these
outliers occur may help in identifying the cause. The outliers would not be apparent from the WSS
of the entire workload.

If these one-hour WSSes are saved as HLL counters, then the HLL Merge operator (§2.4) can
be used to combine any number of adjacent HLL counters to obtain the workload’s WSS for the
corresponding time interval. The effectiveness of this is demonstrated in Fig. 3.5 for Twitter workload
#19 (when taking TTLs into account). One curve shows the WSS when calculated exactly using
the hash table technique described earlier; the curve at point t represents the WSS over the interval
[0, t). The other curve shows the WSS as obtained by combining the HLL-based WSS counters saved
each hour from time 0 to time t. The two curves are, for all intents and purposes, indistinguishable.

Streaming can also be exploited to better understand caching patterns (e.g., diurnal patterns)
using MRCs, which in turn may help manage dynamic cache resizing [64]. For example, Fig. 3.6
shows the MRCs for three different publicly available workloads from MSR [115], IBM [22], and
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Figure 3.5: Twitter workload #19 unexpired WSS both with TTL. The solid line was obtained from
exact WSS calculations using a hash table; each point at time t identifies the unexpired WSS over
the interval [0, t). The dotted curve was obtained using our extended HLL; each point at time t is
the result of merging the individual one-hour WSS estimates for hours 0 to t.

Twitter [39]. It shows that these workloads have substantially different MRCs for different 48-hour
time windows. This behavior is not extractable from an MRC generated over the entire time period
but becomes available by combining HLL counters streamed (e.g.) each hour by, say, CounterStacks.

Contributions. We have demonstrated in the previous discussion that TTLs matter for accurate
MRC-generation and WSS estimation. In the rest of the chapter, we show how the most important
MRC-generation and WSS estimation algorithms can be adapted to take TTLs into account.

First, we show how Mattson and Olken, two exact MRC-generation algorithms, can be extended
to account for TTLs (§3.2). We refer to these extended algorithms as Mattson++ and Olken++. The
necessary adaptations are straightforward; nevertheless, to the best of our knowledge, they have not
been previously proposed. Shards generates approximate MRCs by using Olken on a sampled
subset of cache accesses. Shards can similarly be extended using our extended Olken algorithm.
We refer to the extended Shards algorithm as Shards++.

Second, we show how HLL counters can be extended to accommodate TTLs (§3.3). Our focus
on extending HLLs is motivated by the fact that HLLs enable streaming for both MRC-generation
and WSS estimation algorithms. The primary challenge in extending HLLs is the fact that HLLs
(up to now) do not support deletes, a crucial operation needed to handle expired objects. We refer
to the extended HLL algorithm as HLL-TTL.

Third, we show how our extended HLLs can be used to extend the CounterStacks MRC-generation
algorithm to accommodate TTLs (§3.4). We found that a straightforward integration of our extended
HLL counters with CounterStacks led to a significant negative impact on accuracy. This is the
case because CounterStacks processes accesses in batches [64], which may result in inaccuracies
when handling TTLs, as some accesses could expire within the batch before the timestamp of the
last access in the batch. To address this issue, we devised a new method for batch processing,
which terminates the batch prematurely whenever an object expires in the batch. This resulted
in performance degradation due to the significant increase in the number of batches, which was
further compounded by the extended HLL’s larger memory footprint, leading to poorer cache
locality. However, through critical optimizations, we ultimately developed an algorithm that is
far more efficient than CounterStacks and requires only a constant amount of space. We refer to the
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Figure 3.6: MRCs for 3 different publicly available workloads. Top: MSR combined workload.
Middle: IBM workload #027. Bottom: Twitter workload #50. Each figure shows the MRCs for
3 different 48-hour time periods to demonstrate how caching requirements change in these periods.

extended and optimized CounterStacks algorithm as CounterStacks++. As another application of our
extended HLLs, we show how they can be utilized to estimate the unexpired WSS of TTL-endowed
workloads in constant space (§3.5).

Finally, our experimental evaluation (§3.6) demonstrates the efficacy of our algorithms across 28
workloads from Twitter [39], totaling 113 billion accesses. The results indicate that accommodating
TTLs leads to memory savings of 69% on average, and up to 99%. Our algorithms achieve over 99%
accuracy on average when incorporating TTLs. The throughput levels of our extended
MRC-generation algorithms are comparable to their original counterparts, maintaining their
performance despite the accommodation of TTLs.
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3.2 Mattson++, Olken++, and Shards++

In this section, we extend the seminal Mattson (§3.2.1), Olken (§3.2.2), and Shards (§3.2.3)
MRC-generation algorithms to accommodate TTLs.

3.2.1 Mattson++

Mattson’s algorithm was the first to generate the MRC of an access trace in one pass. It maintains
the uniquely accessed objects in a stack ordered by access recency. For each access to an object, it
calculates the stack distance as described in Section 2.2.1. Subsequently, a histogram of these stack
distances is used to generate the MRC.

Mattson++ is a straightforward adaptation of Mattson’s algorithm to accommodate TTLs. In
Mattson++, stack elements are extended to also record the eviction time of the accessed objects (i.e.,
TTL + access timestamp). While traversing the stack to determine the stack distance of an accessed
object, any encountered object that has expired is removed and not considered in the stack distance
calculation.1 (Objects in the stack beyond the current stack distance need not be removed as they
will be removed in a later operation.) Mattson++ maintains the same time and space complexities
as the original algorithm.

3.2.2 Olken++

Recall from Section 2.2.2 that Olken optimized Mattson’s algorithm by using a balanced binary
search tree instead of a stack, thus significantly improving the efficiency of MRC generation.

Olken++ extends Olken’s algorithm to accommodate TTLs. The basic idea behind Olken++

is to track the expiry time of each object by maintaining a priority queue, ET-PQ, of ⟨object,
eviction time⟩ tuples, ordered by eviction time. Then, on each access, all expired objects are first
evicted before computing the stack distance of the current access. Olken++ maintains the same
time and space complexities as the original algorithm, although it increases space by maintaining
an extra copy for the metadata of unexpired objects in ET-PQ.

We note that recording the eviction times in the tree nodes and evicting expired objects during
tree traversal, similar to the strategy used in Mattson++, is inefficient and would increase the
compute complexity of the algorithm from O(N logM) to O(NM). This is because all nodes that
might affect the stack distance of the currently accessed object would have to be tested to determine
whether they have expired. For example, if the accessed object is in the left sub-tree, then the entire
right sub-tree would have to be traversed.

1We determine if an object is expired based on the timestamp of the current access, which corresponds to the
current time of the simulation.
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3.2.3 Shards++

Background on the Shards algorithm was provided earlier in Section 2.2.4. In this section, we show
how the two variants of Shards can be extended to support TTL attributes.

FR-Shards++. FR-Shards uses a fixed sampling rate, R, when processing the workload to
generate the MRC. To accommodate TTLs, FR-Shards can use our Olken++ algorithm instead
of Olken with no other changes required. We refer to this variant as FR-Shards++. It has the
same time and space complexity as FR-Shards, namely O(N logM) and O(M), with compute and
memory overheads reduced by a factor of 1/R compared to Olken++.

FS-Shards++. FS-Shards samples accesses to objects such that the number of distinct
sampled objects does not exceed a constant, Smax. The algorithm begins with a high sampling
rate (typically R = 0.1) and reduces it monotonically to prevent sampling more than Smax distinct
objects. For each object sampled for the first time, the object’s sampling factor Fi = Hi%P is
recorded in a priority queue, F-PQ, of ⟨object, Fi⟩ tuples, ordered by the sampling factor. Once
the number of sampled objects is about to exceed Smax, the object with the largest sampling factor,
Fmax, is removed from F-PQ and Olken’s data structures, then the algorithm’s sampling threshold,
T , is lowered to Fmax.

To accommodate TTLs, FS-Shards++ uses Olken++, as FR-Shards++ does, but with the
following modifications. When an object is removed from F-PQ it must also be removed from
Olken++’s expiry time priority queue, ET-PQ (§3.2.2). Similarly, when an object expires from
ET-PQ, it should be removed from F-PQ. One way to implement this is to add two new fields to
Olken++’s hash table of objects: a pointer to the object in F-PQ and a pointer to the object in
ET-PQ. Thus, when an object is removed from F-PQ, it can efficiently be removed from ET-PQ,
and vice versa. FS-Shards++ maintains the same complexities as the original algorithm.

FR-Shards++
adj and FS-Shards++

adj . Sampling bias is a known downside of Shards, as it
may not sample frequently accessed objects, leading to MRCs with high errors [55]. For example, we
observed that FR-Shards performed poorly on most workloads from the SEC EDGAR dataset [116,
117], with a Mean Absolute Error (MAE) of 12%, on average, even with a high sampling rate of
R = 0.1 (=10%). This poor accuracy stems from Shards not distinguishing between highly popular
and less popular objects. In the case of the SEC workloads, Shards did not sample any of the 3
most frequently accessed objects, which account for 47% of all the accesses.

To mitigate this issue, Waldspurger et al. proposed an extension to Shards called Shardsadj [55].
This modification estimates the number of accesses expected to be sampled for a given sampling
rate and then adjusts the first bin in the stack distance histogram by the difference between the
expected and actual number of sampled accesses. The modification is based on the assumption that
the difference between the expected and actual number of sampled accesses is primarily due to not
sampling frequently accessed objects and that most accesses for these popular unsampled objects
would result in hits at relatively small stack distances. Increasing the frequency of the first bin
in the stack distance histogram addresses this issue. With the SEC workloads, we found that this
adjustment reduces the MAE to less than 2%.

The adjustment can easily be incorporated into FR-Shards++ and FS-Shards++, which we
refer to as FR-Shards++

adj and FS-Shards++
adj , respectively.
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Figure 3.7: Bucket arrays of HLL and HLL-TTL (et: eviction time).

3.3 Extending HyperLogLog (HLL)

HLL is a cardinality estimation algorithm that efficiently approximates the number of distinct
elements in a multiset [166, 167]. It is one of the most efficient methods to estimate the WSS,
which can be used to size caches. For our particular application, the multiset being considered
contains one element for each access in the target workload. More specifically, each element is a
hash of the key used to access an object in the cache. Background on the HLL was presented in
Section 2.4. Below, we show how the HLL can be extended to accommodate TTLs.

The original HLL does not provide the functionality to delete expired objects. We found that
extending HLLs to support deleting expired objects to be non-trivial. The idea underlying our
approach is to exclude expired objects from the counting process, effectively treating them as deleted.

To accommodate TTLs, the basic HLL 1-dimensional array of buckets shown in Fig. 3.7 (a)
is extended to a 2-dimensional array as shown in Fig. 3.7 (b). The size of the array is selected as
follows. The number of rows is set to 2b, the same as the number of buckets in the original algorithm.
The number of columns is set to 64 − b. The elements of M are also partitioned as before, but in
this case into 2b × (64− b) buckets. The first b bits of x, P (x), are used to index into a bucket row,
and the NLZ of x’s suffix, S(x), is used to index into a bucket column. The column index efficiently
encodes the NLZ, and hence, there is no need to store the maximum NLZ values explicitly. Instead,
each bucket is used to store the largest eviction time seen while updating the bucket.

We now consider the operations of the extended HLL, which we call HLL-TTL. Their
implementations are shown in Fig. 3.8. When a new object x is added to the multiset M, the
most significant b bits of x, P (x), are used to index into a row of the HLL-TTL array. The NLZ
of x’s least significant 64− b bits, S(x), is then used to index into an HLL-TTL column to identify
a target bucket. If the eviction time of x is larger than the recorded value in the bucket, then the
bucket’s eviction time is updated to the larger value. The reason behind keeping the larger eviction
time is to ensure that a bucket is not reset until all objects that map to that bucket have expired.

With HLL-TTL, cardinality estimation (Count) is based on the harmonic mean of the column
indices corresponding to the rightmost bucket in each row with a recorded expiry time that is not 0
and has not yet expired.2 That is, assuming the NLZ increases as one moves right in the columns,
we scan each row from right to left and identify the rightmost bucket with an unexpired value; the
column index of that bucket is used to compute the harmonic mean.3 The fundamental concept

2If every entry in a row equals zero (or if all entries have expired), then this row will not make any contribution to
the harmonic mean. Rather, the count of rows where all entries are zero (or all have expired) will be used to make
bias corrections, following the same procedure as detailed in the original HLL paper [166].

3As an optimization to eliminate the need for scanning, an extra array of 2b buckets (bytes) can be used to track
the rightmost valid index.
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Insert(x, et,HLL): update HLL to reflect x added to multiset
with eviction time et

HLL[P(x), NLZ(S(x))] = max{HLL[P(x), NLZ(S(x))], et}

Count(HLL): return counter estimate
return α · 2n+1 where n+ 1 = harmonic mean of n0..n2b−1

where α is a constant and
ni = max{j ∈ [0, 64− b− 1]}: HLL[i, j] ̸= 0 and not expired

Merge(HLL1, HLL2) → HLL: Merge HLL1 and HLL2

for i = 0..2b-1 for j = 0..64-b-1
HLL[i, j] = max(HLL1[i, j], HLL2[i, j])

Figure 3.8: HLL-TTL operations

behind this approach is that the largest NLZ will be utilized for cardinality estimation, similar to the
original HLL. Maintaining an expiry time for each possible unexpired NLZ ensures that when the
current largest NLZ expires, it will be replaced with the next largest NLZ that has not yet expired.

The implementation of Merge is analogous to the one for the basic HLL. Merging two HLL-TTL
counters, H1 and H2, results in an HLL-TTL counter such that the eviction time of each bucket is
equal to the larger eviction time of H1 and H2 for the same index.

Performance considerations. Adding a second dimension to the HLL increases space usage by
a large constant factor. Assuming the eviction time can be encoded as a 32-bit integer, then the
extended version increases the space required from 2b×6 bits to 2b× (64−b)×32 bits. For precision
b = 12, the space requirement increases from 4KiB to 832KiB (using a byte per bucket for the
original HLL instead of 6 bits). Henceforth, we will refer to this as the dense implementation.

Alternatively, a dynamic implementation utilizes a linked list similar to the approach proposed
by Heule et al. to save space [167]. Each row is replaced with a linked list, and buckets are allocated
as needed.4 Each bucket contains the tuple ⟨NLZ, eviction time⟩, and the list is ordered by NLZ.
Whenever a bucket has an eviction time less than that of the next bucket in the list, it can be
removed because it is guaranteed not to ever contribute to the results of the Count operator. While
this reduces space usage in practice, the downside is that it incurs extra processing overhead for
allocating and freeing buckets as well as for traversing the linked lists.

In our practical implementation, we use a three-pronged approach. First, we use a sparse
implementation based on a dynamically sized closed hash table with one entry for each unique
key encountered. Each entry contains a ⟨Hash(key), expiry time⟩ tuple. This is similar to
Microsoft’s HLL implementation’s direct counting approach [216]. Second, when the size of the
hash table reaches the size of the 2D array in the dense implementation, the sparse implementation
is converted to the dense implementation. Finally, whenever the HLL needs to be stored to disk or
sent over a communication channel (for streaming), then the dense implementation is converted to
the dynamic implementation with the linked lists and marshalled.

4The same approach can also be used for the columns.
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3.4 CounterStacks++

Background on CounterStacks was provided in Section 2.2.3. In this section, we extend CounterStacks
to accommodate TTLs (§3.4.1), describe optimizations (§3.4.2), and discuss streaming (§3.4.3). We
refer to the extended CounterStacks version that accommodate TTLs as CounterStacks++.

3.4.1 TTLs Support in CounterStacks++

To take TTLs into account, we replace CounterStacks’s basic HLL with our HLL-TTL (§3.3). Simply
integrating the extended HLLs into CounterStacks causes an issue related to downsampling. With
TTL treatment, processing d accesses in a batch often introduces inaccuracies because some of the
accesses in the batch may be mistakenly identified as misses when they are, in fact, hits. For example,
assume object A with an expiry time of 10 is represented in the stack. If a new access to A occurs
at time 9 and is processed, it should be considered a cache hit. But if we complete processing the d

accesses of the batch at time 15, then the access to A will be mistakenly treated as a miss because,
at time 15, A will have been evicted from the stack. We have found that this significantly affects
accuracy and hence needs to be addressed.

Our solution is to monitor the upcoming expiry times of objects represented in the stack. We
then prematurely terminate processing accesses for the current batch whenever an object expires,
thus processing fewer than d accesses in the batch. This may substantially increase the number of
instantiated counters, which has a negative impact on performance. To reduce the number of times a
new counter is instantiated, we round eviction times to the closest f seconds. In our implementation,
we set f to 30 seconds when CounterStacks++ is configured for HiFi and 60 seconds for LoFi. We
maintain a priority queue of expiry times to efficiently check for expired objects in O(1) time.
Further, to confine memory usage, only the earliest 8K unexpired eviction times are recorded in the
priority queue; in our evaluation, we have found that limiting the recorded expiry times to 8K does
not affect accuracy.

3.4.2 Optimizations

We optimized CounterStacks++ significantly, and these improvements also apply to the original
CounterStacks algorithm for workloads without TTLs. This section details these optimizations and
their effects on the CounterStacks algorithm using all the MSR workloads used in the CounterStacks
paper (and other studies) [55, 64, 113]. Fig. 3.9 shows the speedups obtained using our optimizations,
using HLL precision b = 16 and the HiFi setup. Our optimizations result in an average speedup
of 26× with 50 counters and 8 threads. Lower HLL precisions yield speedups of 86× and 50× on
average for b = 12 and 14, respectively. In the LoFi setup, average speedups for HLL precisions
b = 12, 14, and 16 are 41×, 33×, and 22×, respectively.

O1. Hardware Supported Instruction (LZCNT). As CounterStacks uses HLLs (§3.3),
identifying the NLZs in the binary representation of the hash of the accessed object’s key consumes
significant processing time. Existing HLL implementations, such as those by Redis and Microsoft,
use for loop and shift operations to compute the NLZ.5 We observed that a hardware supported
instruction, LZCNT (leading zeros count), is more efficient. Using this instruction leads to an average
speedup of 2× for CounterStacks.

5Redis (method hllPatLen()): https://git.io/JDBtu. Microsoft (method GetSigma()): https://git.io/JDBtR.

https://git.io/JDBtu
https://git.io/JDBtR
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Figure 3.9: Speedup from each optimization against the original CounterStacks algorithm using all
14 MSR workloads, including the combined workload used in the CounterStacks paper [64]. Line
ends show maximum and minimum speedups, while the box marks the 75th and 25th percentiles.

O2. New Specialized HLL Operation (MergeCount). As detailed in Section 2.2.3, after
instantiating a new counter, up to d accesses are Inserted into all existing counters. The count
of each counter is then calculated using the Count operation (§2.4), which requires accessing all
buckets of every counter. We devised a new batch processing mechanism to enhance performance
by exploiting the HLL Merge operation. Instead of adding accesses to all existing counters, we
exclusively add them to a new instantiated counter, followed by the execution of our new MergeCount

operation. This operation merges the latest counter with all previously existing ones, while
performing the operations necessary for the Count operation. The MergeCount operation improved
performance of CounterStacks by a factor of 5, on average.

O3. Fixed Size Overhead. We found that we can prune counters much more aggressively
than what was originally proposed for CounterStacks and do so with marginal impact on accuracy.
Recall that CounterStacks prunes a counter whenever its value is at least (1 − δ) times the older
counter (§2.2.3). We found we can limit the number of counters to a constant, making
CounterStacks/CounterStacks++ an MRC-generation algorithm with constant space
overhead , without serious impact on accuracy.

The strategy used to limit the amount of memory used is that whenever the existing counters are
about to exceed the specified constant number of counters, we invoke the pruning operation with the
smallest δ that guarantees at least one of the existing counters is pruned. This optimization affects
the accuracy of the algorithm as it reduces the number of counters. The original CounterStacks
algorithm uses up to 265 counters, with an average of 141 counters. Limiting the number of counters
to 10, 50, and 100 increases the MAE of the resulting MRCs by an average of 6.34%, 0.26%, and
0.05%, respectively, but leads to an average speedup of 6.89×, 1.58×, and 1.11×, respectively.

O4. Parallel Processing. Using the earlier optimization of our batch processing mechanism
with MergeCount, CounterStacks/CounterStacks++ can trivially be parallelized. The workload is
still processed in batches: for each batch, the accesses in the batch are added to the last HLL serially,
and this HLL can then be MergeCounted to the existing HLLs in parallel. This parallel processing
does not require locking as there are no conflicts: the last HLL is read-only, and other HLL buckets
are updated exactly once. Using 8 threads results in an average speedup of 4.1×.
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O5. Dynamic Downsampling. CounterStacks uses a constant downsampling factor d,
potentially causing inaccuracies for workloads with smaller WSSes. We propose adjusting d using
the formula d = min(1,000,000,WSSGiB × 10,000), where the WSS is determined from the oldest
counter in the stack. The d parameter is thus capped at 1M as in the original algorithm. After
this optimization, CounterStacks runs at 0.88× its original speed, but its average and max MAE
improve from 0.59% and 2.60% to 0.42% and 1.70%, respectively.

3.4.3 Streaming

A major feature of CounterStacks and CounterStacks++ is their ability to stream intermediate
counter information; e.g., by persistently storing the most recent counter values after the processing
of each batch. The streams can be used to generate MRCs over arbitrary time intervals, and streams
from different workloads can be merged to obtain MRCs for combined workloads.

For workloads without TTLs, the MRC for the accesses between any tx and ty can be generated
by computing the stack distances using the finite differencing scheme (§2.2.3) for the streamed
counter values in each successive interval (tx, tx+1), (tx+1, tx+2), · · · , (ty−1, ty), updating the stack
distance histogram each time.

Accommodating TTLs complicates the above method. After processing a batch, some objects
previously added to the existing counters might have expired. Because CounterStacks++ uses
HLL-TTL counters when computing the stack distances, objects that have expired while processing
the batch are taken into account. However, this is not the case when CounterStacks++ streams
counter values because they are static, which means that objects which expired during the processing
of the batch are not accounted for. As a result, and based on the workloads we analyzed, the
generated MRCs become so inaccurate that they become effectively unusable.

To address this, we output two streams: a PreMerge stream and a PostMerge stream. The
former records the counts of unexpired objects for the existing counter values just before the latest
counter is merged with the existing counters, and the latter records the counter values immediately
after the merge. The finite differencing scheme is then applied between the latest PreMerge and the
PostMerge counter values (instead of between the latest and previous PostMerge counts).

As an alternative to streaming counter values, it is possible to stream the HLL (or HLL-TTL)
counters directly. While this consumes significantly more storage space, it alleviates the need to
use two streams since the HLL-TTLs reflect expiry times. Streaming HLL counters (as opposed to
counter values) has the further advantage that it allows generating MRCs of combined workloads
even if the workloads being merged access common objects. In contrast, when streaming counter
values, the workloads being combined cannot access common objects (as observed by Wires et
al. [64]) because otherwise, common objects would be counted multiple times when the streams are
merged. Streaming HLL counters resolves this issue because common objects do not increase the
HLL (or HLL-TTL) counts; i.e., the Insert and Merge operations are idempotent.
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Table 3.1: Workloads used in this chapter.

# workloads # accesses

MSR Cambridge [115] 13 434M
Twitter [39] 54 247B
Wikipedia [118] 1 2.5B
SEC EDGAR [116, 117] 58 25B
IBM [22] 98 1.6B
Tencent [56] 40 (5, 584 traces) 30B

3.5 Exploiting HLL-TTL for WSS Estimation

Recall from Section 2.3 that opinions differ on the utility of WSSes and MRCs. We have found that
both the WSS and MRC have their own use cases. For small WSS values, directly setting the cache
configuration to the WSS will minimize the miss ratio. Conversely, for larger WSS values, the MRC
provides insights into cache size versus miss ratio trade-offs, which are not available when using WSS.
Fig. 3.10 (left) shows the WSS CDF across the 264 workloads from 6 different collections shown in
Table 3.1 (without considering TTLs). Nearly 20% of these workloads have a WSS of less than
1GiB. By allocating 1GiB of memory to each cache serving these workloads, we achieve the lowest
possible miss ratio. Fig. 3.10 (right) shows the WSS CDF across 28 workloads (described in §3.6)
from the Twitter collection. Taking TTLs into account drastically reduces the largest unexpired
WSS from over 2TiB to 64GiB. The effect of TTLs is substantial: 80% of the analyzed workloads
have an unexpired WSS of 16GiB at most, compared to a WSS of 256GiB when disregarding TTLs.
Furthermore, 60% of the workloads have an unexpired WSS of less than 6GiB when considering
TTLs, compared to a WSS of 32GiB when disregarding TTLs. In cases like these, WSS alone often
suffices for allocation guidance without needing to generate MRCs.

WSS estimation through cardinality estimation aims to measure the number of distinct objects
in a multiset. HLL is one of the most efficient tools for this task [166, 167]. In contrast, tools tailored
for object membership testing (like Bloom and Cuckoo filters) are less efficient than HLL due to
their broader scope [64].

To the best of our knowledge, our extended HLL-TTL (§3.3) is the first to accurately estimate
unexpired WSS (taking TTLs into account) in constant space. Its worst-case memory usage for
precision b = 12 is 832KiB (140KiB when using the dynamic implementation), and results in 98.8%
accuracy. In contrast, exact WSS calculation requires space linear to the number of distinct objects
in the workload. For example, the workloads in the Twitter collection combined include 247 billion
accesses to 25 billion distinct objects, which requires 279 GiB of memory to compute the exact WSS.
Our HLL-TTL-based estimate is up to five orders of magnitude more memory-efficient.
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Figure 3.10: The left figure shows the WSS CDF for workloads listed in Table 3.1. The right shows
the WSS CDF for 28 TTL-related Twitter workloads (with and without TTLs).

3.6 Evaluation

In this section, we show that:

1. significant memory savings can be achieved when sizing caches using TTL-aware WSSes
and MRCs,

2. existing WSS and MRC algorithms, which do not take TTL into account, are highly inaccurate
when applied to workloads with TTLs,

3. the performance of our TTL-aware algorithms is comparable to that of the existing
TTL-agnostic algorithms, and

4. our extended algorithms maintain consistent accuracy across varied configuration parameters.

We first consider WSS results (§3.6.1) and then MRC results (§3.6.2).

Experimental Setup and Workloads. Our experiments were conducted on a server equipped
with an Intel 13900KS CPU and 128GiB of DDR5-4800MHz DRAM. Workloads were read from a
Corsair PCIe 4.0 MP600 PRO 8TiB NVME SSD after they were formatted into a binary format.
We use an in-house system that we developed to process the access workloads and generate the WSS
and MRC using each of the algorithms discussed in this work. In all our generated MRCs, the stack
distance histogram is divided into 64K bins, each representing 32MiB, supporting a cache size up to
2TiB; a similar approach was used in earlier studies [55, 86, 113].6

Since the Twitter workloads are the only publicly available workloads with TTLs, only they were
used to evaluate claims regarding TTL. We included all workloads recommended by Twitter [110],7

as well as the workloads with a median TTL less than the duration of the workload. These 28

Twitter workloads (out of 54) include 113B accesses.8 We only used the GET requests from the
workloads, as in previous studies [64, 113, 144]. We did not consider SET requests because the SET
requests in the workloads were captured when running a specific (undisclosed) cache size, and the

6AET uses logarithmic ranges [113].
7The recommended TTL clusters are: {6, 7, 11, 18, 19, 22, 25, 52} [110].
8The 28 workloads are: {4, 6, 7, 8, 11, 13, 14, 16, 18, 19, 22, 24, 25, 29, 30, 33, 34, 37, 40, 41, 42, 43, 46, 48, 49, 50, 52, 54}.

This subset is larger than those of previous related studies [106, 109].
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number and placement of SET requests would be different for different cache sizes. However, we
extracted the TTL information from the SET requests corresponding to the same key used in the
GET request, as GET requests do not include TTL information. An underlying assumption behind
this approach is that a cache miss would be followed by a SET operation, which we found to be the
case for most of the access traces we tested.

3.6.1 WSS Results

To evaluate the impact of TTLs on the WSS, we compared the exact unexpired WSS
accommodating TTLs, WSSttl, and the exact WSS neglecting TTLs, WSSnottl, across all 28

workloads. Notably, WSSttl fluctuates over time, as previously illustrated in Fig. 3.3 (see also
§2.3). Hence, in our comparisons, we used the high watermark of the WSSttl values as measured
at the end of each hour over the duration of the workload. The potential memory savings by
accommodating TTLs is presented in terms of Relative Savings (RS):

RS =
WSSnottl −WSSttl

WSSnottl
. (3.1)

Using WSSttlWSSttlWSSttl instead of WSSnottlWSSnottlWSSnottl to size caches results in 69%69%69% memory savings, on
average. Fig. 3.11 shows that sizing caches using WSSttl instead of WSSnottl results in a relative
savings of between 7.20% and 99.93% per workload, with an average of 69.38%. The aggregate
WSSttl (242.3GiB) is 96% lower than the aggregate WSSnottl (7.8TiB).

The estimation error of our HLL-TTL algorithm (when applied to workloads with
TTLs) is in line with the expected error of the original HLL algorithm (when applied to
workloads without TTLs). To evaluate the accuracy of HLL-TTL, we used the Absolute Relative
Error (ARE):

ARE =
|ExactWSSttl − EstimatedWSSttl|

ExactWSSttl
. (3.2)

We tested using different values for HLL precision parameter b within the range [8−16]. Fig. 3.12
shows that precisions b = 12, 13, and 14 exhibit AREs of 1.14%, 0.85%, and 0.7%, respectively. The
figure also shows the original theoretical standard error of HLL-NoTTL, σ = 1.04√

2b
[166]. The error

of our HLL-TTL is in line with that expected error.
For throughput, Fig. 3.13 shows that precisions b = 12, 13, and 14, achieve average throughput

of 50M, 47M, and 43M accesses per second, respectively. The primary reason for the decrease
in throughput as the precision is increased is poorer cache locality. Given that in-memory caches
typically operate at a throughput of less than a million access per second, these achieved throughput
values are practical in real-world online scenarios.

For memory usage, the dense implementation of our HLL-TTL uses 832KiB, 1.59MiB, and
3.12MiB for precisions b = 12, 13, and 14, respectively. The dynamic implementation reduces this by
over 80% but reduces throughput by a factor of 2; for precisions b = 12, 13, and 14, it uses 140KiB,
260KiB, and 479KiB, respectively.
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Figure 3.11: Relative memory savings across workloads when sizing memory with WSSttl instead
of WSSnottl. Savings range from 7.20% to 99.93%, with an average of 69.38%.
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3.6.2 MRC Results

MRCs are more complex to evaluate than WSSes because each MRC identifies a trade-off between
the cache size and miss ratio. We observed that the MRCs of most workloads have long tails with a
small negative slope before reaching steady-state. Thus, a system operator might decide to downsize
the cache while accepting a slight increase in miss ratio (depending on the application). For example,
an operator may deem a miss rate increase of t ∈ {0%, 0.1%, 0.5%, 1%} to be acceptable in return
for lower memory requirements.

Utilizing MRCttlMRCttlMRCttl instead of MRCnottlMRCnottlMRCnottl results in a memory saving of 66%66%66%, on average.
For each of the workloads examined, we measured the smallest cache size needed to achieve the
minimal miss rate + t for both the exact MRCttl and exact MRCnottl, and we then quantified the
savings using the same relative saving metric presented earlier, RS (Equation 3.1). Utilizing MRCttl,
instead of MRCnottl, leads to memory savings of 66%, 56%, 52%, and 49%, on average per workload,
for t = 0%, 0.1%, 0.5%, and 1%, respectively. These results may appear counterintuitive, as one
might think that an increase in tolerance, t, should correspond to an increase in savings. However,
MRCttl has a notably shorter tail than MRCnottl (e.g., Fig. 3.2), making an increase in t, typically,
less beneficial.9 We also measured the aggregate of the smallest cache sizes needed to achieve the
minimal miss rate + t for both the exact MRCttl and exact MRCnottl, assuming one cache instance
per workload, quantifying the savings as we did earlier. In aggregate, utilizing MRCttl, instead of
MRCnottl, leads to memory savings of 94% (from 4.49TiB to 243.66GiB), 93% (from 2.50TiB to
173.81GiB), 88% (from 1.08TiB to 131.13GiB), 83% (from 618.28GiB to 104.94GiB) for t = 0%,
0.1%, 0.5%, and 1%, respectively.

Existing MRC-generation algorithms which do not accommodate TTLs can misreport
miss ratios by up to 38%38%38% on workloads with TTLs. To quantify how much existing
MRC-generation algorithms deviate from the exact MRCttl, we measured the Mean
Absolute Deviation (MAD):

MAD =

∑B
1 |MRCttl[i]−MRCnottl[i]|

B
(3.3)

between MRCnottl and MRCttl, where B is the maximum number of points in either MRC. We
compared points on both MRCs (in increments of 32MiB) up to the point where both MRCs cease to
change, extending the shorter MRC as necessary.10 MRCnottl deviates by up to 38% from MRCttl,
with an average MAD of 5%, as shown in Fig. 3.14 (left). This shows that the vertical deviation
in the MRC can be high when neglecting TTLs. Combined with the horizontal deviation presented
earlier, where neglecting TTLs introduces a deviation of 69% in terms of the WSS of the workload,
this illustrates that existing MRC-generation algorithms deviate significantly from the exact MRCs
taking TTLs into consideration.

9For example, in cluster #41, with a tolerance of t = 0%, the MRCnottl and MRCttl show cache sizes of 286GiB
and 25.6GiB, respectively, representing a 91% savings. With t = 0.1%, the sizes of MRCnottl and MRCttl become
143.6GiB and 17.9GiB, respectively, representing an 87.5% savings. Increasing t to 0.5% results in MRCnottl and
MRCttl sizes of 63.4GiB and 14.2GiB, respectively, representing a 77% savings. Finally, with t = 1%, the sizes of
MRCnottl and MRCttl are 39GiB and 11.6GiB, respectively, representing a 70% savings.

10This is crucial because if we compare up to a much larger size (e.g., 2TiB), the deviation (or error) will be
dominated by the last point on the MRC.
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Figure 3.14: Left: Deviation of exact and approximate MRCnottl from exact MRCttl in terms of
MAD. Right: MAE between approximate MRCttl and exact MRCttl in terms of MAE. FR-SH
refers to the fixed-rate Shards variant followed by the sampling rate used. FS-SH refers to the
fixed-size Shards variant followed by the value of Smax. CS++ refers to CounterStacks++.

The errors introduced by our extended MRC-generation algorithms (when applied
to workloads with TTLs) are comparable to those of their original counterparts (when
applied to workloads without TTLs). To evaluate the accuracy of our TTL-accommodating
MRC-generation algorithms, we measured the Mean Absolute Error :

MAE =

∑B
1 |MRCttl[i]−MRCnottl[i]|

B
(3.4)

between approximate MRCttl and the exact MRCttl obtained using our Olken++ algorithm. The
MAE is widely used to quantify MRC errors [55, 64, 69, 84, 88, 90, 106, 113, 143]. Fig. 3.14
(right) shows the MAEs for different configuration parameters and algorithms to illustrate the
sensitivity of these algorithms to their configuration parameters. We make several observations.
First, the Shardsadj variant should always be used over Shards as it has significantly lower
MAEs. For example, FR-Shards++ with a sampling rate of 0.1%, FR-Shards++−0.001, has a
worst-case MAE of 8.7% when not adjusted, while having a worst-case MAE of 3.5%, when adjusted
(FR-Shards++

adj−0.001). Second, FS-Shards++
adj with Smax = 1K is surprisingly accurate, with an

average MAE of 0.4%. Increasing Smax to 8K and 64K reduces the average MAE to 0.09% and
0.06%, respectively, but increases memory usage by a factor of 8× and 64×, respectively. Third,
CounterStacks++, running with only 50 counters, has an average MAE of 0.32% and 0.39% for the
HiFi and LoFi variants, respectively.11

The throughput of our extended algorithms is comparable to those of their original
counterparts. Fig. 3.15 shows the throughput of the discussed algorithms using different
configuration parameters. The throughput of Olken++ is, on average, 15% faster than the original
Olken algorithm (which does not support TTLs) because the number of objects in the Olken++ tree
is reduced due to TTL evictions. The throughput of FR-Shards is not affected by our extensions.
FS-Shards++

adj is 4.7%, 13.7%, and 24% slower than the original FS-Shardsadj for Smax = 1K,
8K, and 64K, respectively, due to the extra processing overhead introduced by evictions from two

11Surprisingly, the HiFi variant has a worst-case MAE of 2.4%, compared to LoFi’s 1.7%. Similarly, increasing
Smax in FS-Shards++

adj from 1K to 2K increases the worst-case MAE from 1.3% to 1.7%. The reason for this is to
be investigated. Nonetheless, average MAE decreases with higher precision as anticipated.
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Figure 3.15: Throughput of all tested algorithms.

priority queues F-PQ and ET-PQ (§3.2.3). CounterStacks++ is 762% and 170% faster than the
original CounterStacks for the HiFi and LoFi variants, respectively. This is due to the higher
frequency of counter updates in the HiFi variant (every 60 seconds) compared to the LoFi variant
(every 3,600 seconds), which makes the effect of parallelism more pronounced.

As a side observation, our study yielded a surprising result: the Shards++ variants exhibited
a significantly higher accuracy compared to CounterStacks++. This outcome was unanticipated as
CounterStacks has generally been perceived as being more accurate than Shards, as even suggested
by the authors of Shards [55].12 To validate this unexpected finding, we undertook a comparative
analysis between Shards and CounterStacks (both without our extensions), using the 264 workloads
listed in Table. 3.1. This comparison confirmed that, without TTLs, Shardsadj indeed outperforms
CounterStacks in all aspects (accuracy, throughput, and memory usage). The primary advantage of
CounterStacks over Shards, however, is streaming.

3.7 Related Work

MRCs have long served as a foundational tool for analyzing the relationship between cache size
and miss ratio. As noted in Section 2.2, over the last five decades, a wealth of MRC-generation
algorithms have been proposed [55, 56, 61–64, 66, 69, 71, 75–77, 82–92, 106]. In this chapter, we
covered the seminal algorithms: Mattson, Olken, Shards, and Counterstacks. MRCs are widely
utilized to optimize cache resources [9, 56, 65–78].

The WSS has also been a focal point of research, offering insights into application memory
demands. Its importance is evidenced by numerous studies in the last five decades [11, 14, 60, 68,
93–106]. WSS has practical applications in cache management and has been a guiding metric for
memory allocations [68, 102–104, 106, 212]. WSS estimation is related to cardinality estimation,
which has been the subject of extensive research [162–172, 217]; both aim to measure statistics
concerning the number of distinct objects [64].

12The reason behind this is that Waldspurger et al. compared Shards and CounterStacks using a single workload
(i.e., the combined MSR workload).
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Below, we present some other recent developments related to MRC-generation.

Other MRC-generation algorithms and applications. Zhang et al. presented OSCA, a
system that utilizes MRCs generated for multiple caches in order to guide sizing decisions with
the aim of maximizing the global hit rate [56]. To generate the MRCs, they introduced a new
algorithm called RAR-CM. The primary downside of RAR-CM is that it requires O(M) space. Li et
al. presented an approximate MRC-generation algorithm called APAC and used the MRCs to guide
cache configurations [76]. Similar to RAR-CM, the main downside that limits APAC’s practicality
in online use cases is that it uses O(M) space.

MRCs are widely utilized to optimize cache resources [9, 56, 65–78, 218]. Dynacache and LAMA
use MRCs to improve Memcached’s slab allocation [9, 71]. They generate the MRC for each slab
category and use it for optimization. MRCs are also utilized for performance cliff removal and cache
partitioning: Talus and eMRC are two examples [75, 78, 87]. Talus utilizes the MRC to split the
cache into two in order to remove performance cliffs [87]. Centaur uses MRCs to manage cache
allocations for virtual machines [72]. Similar to the aforementioned OSCA and APAC, mPart and
ORCA utilize MRCs to optimize cache allocations [56, 74–76].

Extensions to stack processing. Thompson [83] extended stack eviction policies to support
write-back, and showed that the MIN policy is non-optimal if writes are considered. Similarly,
Gecesi [219] introduced joint stack processing, an extension of stack processing to model multilevel
storage hierarchies called staging hierarchies. Silberman [220] extended stack eviction policies to
Delayed-Staging hierarchies, which introduce extra paths for parallel data flow between storage
and the CPU. O’Krafka [221] extends stack eviction policies to support cache coherence schemes.
Sugumar [222] studied different stack policies and how they could be parallelized.

Combining MRCs. Shedler and Slutz [223] proposed a technique to merge different MRCs,
assuming the different MRCs are for workloads that access independent objects. A similar assumption
was used later by CounterStacks [64]. To the best of our knowledge, we are the first to enable
combining workloads that access common objects to generate a combined MRC (§3.4.3).

Metrics other than the stack distance and the use of sampling. Mattson, Olken, PARDA,
CounterStacks, and Shards all use stack distance as their primary metric to generate the MRC using
a histogram of encountered stack distances (see Section 2.2.1). Despite the established significance
of stack distance as a critical metric in the study of program locality, its measurement incurs
considerable overhead [55, 64, 113, 224]. Hence, other researchers used different metrics to generate
the MRC. Below, we discuss a few examples. The primary theme behind these ideas is to introduce
an extra layer of complexity that aims to approximate the stack distance and then use the same
method to generate the MRC from an approximated stack distance histogram.

In 2016, Hu et al. utilized the accessed object’s reuse time to generate MRCs with an algorithm
called Average Eviction Time (AET) [113, 225, 226]. This approach comprises two primary techniques.
First, it builds on Denning and Schwartz’s work from 1972 [227], wherein they proposed a method to
approximate the WSS from reuse time. Hu et al. used this to approximate the stack distances from
a histogram of reuse times. Second, similar to Shards, AET utilized sampling to reduce the space
overhead to a constant. Sampling has been widely used in the literature to improve the efficiency of
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MRC-generation [55, 85, 88, 113, 173, 228–230]. Some of the major types of sampling used in the
area include:

• Address sampling: This type of sampling is also called Spatial Sampling [55] and Set
Sampling [231]. The main idea behind this type of sampling is to sample a subset of the
address space. This approach has been widely used in program locality analysis, such as stack
distance and reuse time approximation [55, 84, 88, 91, 224, 232–234]. Hu et al. observed that
this approach could lead to imprecise MRCs based on their experience with AET because it
might miss sampling highly popular objects. Although this observation is accurate, we found
that Waldspurger et al.’s adjustment to Shards ingeniously addresses this sampling bias and
generates highly accurate MRCs (as we discussed in Section 2.2.4 — see Shardsadj).

• Access sampling: This type is also known as fixed-interval sampling or time sampling [231]. The
primary idea behind this approach is to sample a subset of the accesses (not the address space).
For example, one might choose to sample every k-th access or sample the first y accesses every s

seconds. The effectiveness of this approach is, however, highly dependent on the access pattern
of the workload. Kessler et al. [231] studied set sampling and time sampling to predict the
number of misses and concluded that set sampling is more effective than time sampling. They
provide valuable insight into the drawbacks of both address sampling and access sampling,
where the former has a high sensitivity to unrepresentative sampled sets (similar to Shards

without Waldspurger et al.’s adjustment), and the latter needs long warmup periods [228, 231].

• Random sampling: Employs a random strategy to sample accesses [85, 113]. Hu et al. claimed
that this approach performed better than access sampling and address sampling [113] — but
again Shardsadj significantly improves address sampling.

• Reservoir sampling: The primary goal behind reservoir sampling [235] is to randomly sample up
to a constant number of objects, thus keeping the space requirement constant. This approach
was used by several stack distance approximation studies [113, 234]. AET used this type
of sampling by default, primarily to reduce the space requirement of their algorithm from
O(M) to O(1) and improve the efficiency of their algorithm. Waldspurger et al. showed
how address sampling can be adjusted such that the number of sampled objects remain
constant, thus also making FS-Shards’s space complexity O(1). Since AET has two levels
of approximations, Shards provides more accurate results, and since both have the same
memory usage requirements and performance, we only used Shards herein.

• Non-statistical sampling: Statistical sampling techniques (e.g., [236]) sample accesses or objects
based on a predefined set of parameters such as the addresses to be sample, a sampling rate, or
randomly selecting samples, all previously discussed. A more formal definition of sampling is
provided in [237], and they used two statistical sampling methods in combination with one-pass
algorithms to improve the efficiency of cache simulations. On the other hand, non-statistical
sampling takes into consideration the behavior of objects to decide which accesses to sample.
Non-statistical sampling was used by our research group [238], but Shards’s address sampling
has shown superior performance to it (in particular due to Shardsadj).
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Coarse stack distance granularities and bucketing. Mattson’s algorithm maintains a stack
of accessed objects, ordered by access recency. Each stack element contains only one object, which
enables identifying the exact stack distance as the position of the accessed stack element. To
improve the efficiency of MRC-generation, Kim et al. [239] (1991) extended each stack element
to become a bucket that contains several objects instead of one. They only allow identifying the
stack distance at coarser granularity (i.e., the size of the bucket — they used powers of 2). In
2014, Saemundsson et al. extended this technique to group objects into variable-sized buckets with
MIMIR [69]. Nonetheless, the space complexity of these approaches remains O(M). In the same
year, Wires et al. used the same idea of buckets but ingeniously used HLL counters, which allowed
them to reduce the space complexity to O(logM), introducing a breakthrough in MRC-generation
with CounterStacks (as described in Section 2.2.3). The same concept of MIMIR was later improved
upon with QuickMRC [240], where a per-task stack distance histogram is generated and later used
to generate a combined MRC for multiple tasks by combining the per-task histograms.

Hardware related. Fang et al. presented a method for approximating the stack distance for
hardware caches [241]. MRCs are occasionally utilized in studies related to hardware caches;
however, an alternative metric known as Misses Per Thousand Instructions (MPKI) is also frequently
employed [67, 231]. These metrics can be used interchangeably in some contexts [84]. Qureshi et
al. [67] utilized MPKI and proposed a utility-based cache partitioning scheme to distribute resources
among different applications.

Conte et al. claimed that one-pass algorithms are limited to fully associative caches [242]. They
presented a model to extend one-pass algorithms to support direct-mapped caches. Shi et al. claimed
that most MRC generation methods (e.g., Mattson) target uniprocessors [243]. They presented a new
stack processing method for multiprocessors. Wu et al. presented a stack algorithm for a specific type
of virtual memory caches called virtually indexed caches [244]. Hwu et al. presented a stack algorithm
that takes context switching into consideration [245]. Zhou et al. [66] used hardware monitors
to generate MRCs at fine granularity with negligible overhead and presented another method
for operating systems that has 7% overhead. They used the MRC for different applications: (i)
MRC-directed memory management for multi-programmed systems and (ii) MRC-directed memory
energy management. Wu et al. also presented stack algorithms for shared memory
multiprocessors [246]. He et al. presented FractalMRC to generate MRCs for multiprocessors based
on the Fractal model [247].

3.8 Concluding Remarks

This chapter addressed the critical issue of extending tools to support the sizing of in-memory caches
in modern cloud environments. The key issue we focused on was incorporating TTL handling into
the state-of-the-art MRC-generation and WSS estimation algorithms. The importance of modeling
TTLs for in-memory caches was demonstrated. We adapted the Mattson, Olken, and Shards

algorithms to handle TTLs, while we extended HLLs to accommodate deletion of expired objects.
These extensions, in turn, enabled efficient WSS estimation and a TTL-enabled CounterStacks
MRC-generation algorithm. Extensive evaluation on a large number of workloads showed the
effectiveness of our algorithms.



Chapter 4

Accommodating Heterogeneous
Object Sizes in MRCs and WSSes

The prior chapters have underscored the critical role of in-memory caches and the central challenge
they present in terms of optimal sizing. With the widespread deployment of these caches and the
significant amount of DRAM dedicated to in-memory caching, identifying an optimal cache size is
paramount for reducing operational costs. Prior chapters also introduced the MRC and the WSS as
the primary tools for guiding cache sizing decisions. The MRC provides insights into the trade-off
between cache size and miss ratio, while the WSS determines the necessary cache size for minimizing
the miss ratio.

Historically, the assumption of uniform object sizes has dominated research on online eviction
policies [61, 62, 64, 113, 129, 173, 248–261]. This focus was initially due to policies being designed
for caches that operate on uniformly sized disk blocks. However, the landscape has shifted with
in-memory caches now often storing key-value pairs of heterogeneous sizes, as highlighted by
real-world workloads [22, 39, 56, 115–118]. In-memory caches such as Memcached and Redis
allocate memory for each object in proportion to the size of the object being cached. Earlier in the
Introduction, we showed the object size distribution for the MSR and Twitter datasets in Figures 1.5
and 1.6. In addition to these, Figures 4.1 and 4.2 show the object size distribution for additional
datasets from IBM, Tencent, SEC, and Wikipedia.

The inclusion of heterogeneous object sizes introduces significant complexity into the analysis
of eviction policies and MRC generation. Regarding eviction policies, for instance, although the
OPT eviction policy [61], introduced in the 1970s, was proven to be optimal, it is based on the
premise that a uniform object size is used; adapting it to heterogeneous sizes has proven to be an
NP-complete problem and thus insolvable within polynomial time [24, 262].

57
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Figure 4.1: Object size CDFs for the access traces from IBM (top) and SEC (bottom).



CHAPTER 4. ACCOMMODATING HETEROGENEOUS OBJECT SIZES IN MRCS AND WSSES 59

10

20

30

40

50

60

70

80

90

100

103 104 105

C
D

F 
[%

]

Object Size [bytes]

Access Trace
0
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20

21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39

AVG

10

20

30

40

50

60

70

80

90

100

101 102 103 104 105 106 107 108

C
D

F 
[%

]

Object Size [bytes]

Figure 4.2: Object size CDFs for the access traces from Tencent (top) and Wikipedia (bottom).
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Figure 4.3: Effect of object size treatment on MRCs for the Twitter workload #34. The figure shows
four different object size treatment strategies. The exact curve shows the MRC when generated using
the object size as provided in the access trace. The Average curve shows the MRC when generated
using the running average of the object sizes in the access trace. Lastly, we show two uniform object
size treatments, one using 4KiB per object and the other using 16KiB per object.

Taking heterogeneous object sizes into account matters when generating MRCs. Figures 4.3
and 4.4 show that not taking heterogeneous object sizes into account can lead to inaccurate MRCs
for the workloads from the Twitter and IBM datasets. In addition, Fig. 4.5 shows that previous
simplistic attempts to take heterogeneous object sizes into account also lead to substantial errors.
Two simple strategies are prevalent in prior work for accommodating heterogeneous object sizes. The
first approach simply assumes all objects have the same size. For instance, Shards assumes uniform
16KiB objects [55] (other researchers have assumed 4KiB objects). The second approach converts
each read request into as many uniformly sized objects as needed to store the data belonging to the
reference; e.g., a reference to an 11KiB object would be converted to three 4KiB access references.
A similar approach is used by CounterStacks [64, 119].1 Although it has not been used in earlier
studies, we have also added to the aforementioned figures the MRC generated using the average
object size, which we found can be computed online efficiently using only an extra 16 bytes (as we
describe in Section 4.2).

The prevalence of objects with heterogeneous sizes in caching has become increasingly evident,
but has been largely overlooked by prior research [55, 64, 90, 113, 144]. Recently, and specifically after
2018, some studies explored accommodating heterogeneous object sizes in MRC-generation, with the
common claim that past MRC-generation algorithms only supported uniform sizes [90, 114, 144].
For instance, Pan et al. claimed that “Past cache modeling techniques are typically limited to a cache
system with a fixed cache line/block size”, and presented an extension to support heterogeneous
object sizes in an approximate MRC-generation algorithm called AET [114, 144]. Similarly, Carra
et al. claimed that “We observe that it is possible to extend Olken’s approach to MRC computation
to the case of heterogeneous size contents maintaining O(logM) complexity per request. [...] We
suspect that this approach may be known, but we were not able to find it described elsewhere.” [114].
However, some studies in the literature, such as the Shards paper [55], claimed in 2015 that Traiger
and Slutz [263] extended Mattson’s algorithm to support heterogeneous object sizes in 1971. One

1The CounterStack paper does not mention this explicitly, but Drudi’s Master’s thesis [120] does, and other
researchers have claimed that CounterStacks uses 4KiB objects as well [55, 113].
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Figure 4.4: Effect of object size treatment on MRCs for the IBM workload #59. We utilize the same
object size treatments as described earlier in the caption of Fig. 4.3.
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Figure 4.5: Effect of object size treatment on MRCs for the combined MSR workload.

of the potential reasons behind this discrepancy is that a copy of Traiger and Slutz’s paper is not
available online despite being cited many times.2 Given that the preponderance of eviction policies
and MRC-generation studies also assume uniform object sizes, accommodations for heterogeneous
objects could be easily overlooked.

This chapter describes how Mattson’s and Olken’s exact algorithms can be extended to support
heterogeneous object sizes (§4.1). Further, we describe the straightforward adaptation of the Shards

algorithm to accommodate heterogeneous object sizes. Lastly, we describe how HLL counters can
be extended to support heterogeneous object sizes, where they are extended to count bytes instead
of the count of objects (§4.2). This extended HLL is then utilized to extend CounterStacks which
to date only supports uniform object sizes (§4.3).

4.1 Heterogeneous Objects with Mattson, Olken, and Shards

This section describes accommodating heterogeneous object sizes in Mattson’s algorithm (§4.1.1),
Olken’s algorithm (§4.1.2), and the Shards algorithm (§4.1.3).

2Surprisingly, even the publisher (IBM) did not have a copy when we contacted them.
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4.1.1 Mattson

Our comprehensive analysis of papers that cited Traiger and Slutz, specifically [55, 63, 65, 82, 83,
93, 148, 219–222, 232, 236, 237, 242, 244–246, 264–278], revealed that Traiger and Slutz adapted
Mattson’s algorithm to support heterogeneous object sizes. We describe how to accommodate
heterogeneous object sizes in Mattson’s algorithm.

Recall from the Background Section 2.2.1 that Mattson’s algorithm maintains a stack of unique
objects accessed. In order to accommodate accesses to heterogeneous object sizes, the stack elements
are extended to also record the size of the object they are referencing. This increases the amount
of space required by a constant factor. Then, instead of counting the number of elements during
stack traversal to obtain the stack distance, the object sizes of the elements being traversed in the
stack are summed to obtain the stack distance. Thus, instead of the stack distance identifying the
number of distinct objects accessed since the current object was last accessed, the stack distance
now identifies the aggregate size of the distinct objects considered. The compute complexity is the
same as that of the original algorithm.

Accommodating heterogeneous objects violates the inclusion property. All the
aforementioned studies failed to recognize that processing heterogeneous object sizes violates
Mattson’s inclusion property for any cache size smaller than the largest object size used in the
workload. We provide the simple access sequence of {A(4KiB), B(8KiB), A(4KiB)} to demonstrate
the inclusion property violation. After the second access (to B), an 11KiB cache will only contain
object B, while any cache smaller than 8KiB and larger than 4KiB will contain A only. For workloads
with small objects, this would not significantly affect the results, but for workloads with large objects
such as IBM workloads where objects can be in the gigabytes [22], this could be problematic, as
LRU could experience Belady’s anomaly [154] as FIFO does. Typically, in-memory caches limit the
largest object sizes that can be stored. For instance, the default largest size in Memcached is 1MiB,
in Redis is 512MiB, and in Eytan et al.’s study, they limited the largest object size to 4MiB [22].

4.1.2 Olken

Recall from the Background Section 2.2.2 that Olken optimized Mattson’s algorithm by using a
balanced binary search tree instead of a stack. In 2020, Carra et al. proposed that Olken’s algorithm
can be extended to support heterogeneous object sizes, which requires changing its internal data
structure [90, 114]. Our investigation revealed a small section that can be easily overlooked in
Olken’s Master thesis [62], which introduced an extension to support heterogeneous object sizes
without changing the original data structure (i.e., AVL tree). The extension is relatively simple,
and it works as follows.

The weight of each node in the tree is redefined to be equal to the size of its object plus the
sum of the weights of its child nodes. The stack distance is calculated as the sum of the sizes of
all objects referenced by nodes with a greater timestamp than the time of the current access. This
modification leaves the compute complexity of the algorithm intact, and can be applied as is to our
TTL-aware variant, Olken++, described in Section 3.2.2.
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4.1.3 Shards

Recall from the Background Section 2.2.4 that Shards was proposed to improve the efficiency of
MRC generation by employing sampling. The only modification required to accommodate
heterogeneous object sizes in Shards (and our TTL-aware Shards++) is to use the extended
version of Olken that supports heterogeneous object sizes as described in the previous section.

4.2 Accommodating Heterogeneous Sizes in HyperLogLog

Recall from the Background Section 2.4 that the HLL is one of the most widely used cardinality
estimators that approximates the number of unique objects in a multiset. In contrast to exact
algorithms that require memory proportional to the cardinality, HLL estimates the cardinality with
high accuracy using practically constant space. We are interested in HLLs because they enable a
number of useful applications. First, they effectively capture a workload’s WSS if a reference to each
object being accessed by the workload is added to the multiset. Given the constant space requirement
of HLLs, this becomes one of the most space-efficient methods to approximate a workload’s WSS.

Second, HLL counters can be merged to estimate the number of unique objects in the union of
two multisets, given the HLL values of the two multisets. For example, two HLLs can capture the
WSS of two workloads, which can then be combined to obtain the WSS of the combined workload.
As another example of the merge capabilities of HLLs, they can be used to capture the WSS of a
workload during, e.g., each 1 hour period; the individual HLLs obtained from consecutive hours can
then be merged to identify the WSS of the same workload over any longer time period (e.g., 6 hours,
12 hours, 1 day, 1 week, 1 month, etc.), with little computational overhead.

Finally, HLLs can also be used to generate MRCs, as demonstrated by CounterStacks [64].
When MRCs are generated from HLLs, then combined MRCs can also be generated from the HLLs.
For example, MRCs can be constructed for each (non-overlapping) hour to obtain more granular
insight, and MRCs for longer time periods can also be generated. Alternatively, for shared caches,
a per-tenant MRC can be constructed to understand the behavior attributed to each tenant, and
these MRCs can be combined to understand the overall behavior of the shared cache.

When using a uniform object size, the WSS can be estimated as the cardinality reported by
the HLL times the uniform object size used. However, if each element in the multiset has a
numeric parameter associated with it (e.g., weight, size, etc.), then one may be interested in the
sum of the parameter values of the distinct elements in the multiset instead of their distinct count.
For our application, we are interested in the sum of the object sizes — the cache size needed to
store the objects. In Section 4.2.1, we describe how to achieve this without TTLs, and in Section 4.2.2,
we describe it with TTLs.

4.2.1 Accommodating Heterogeneous Object Sizes

Recall from Section 2.4 that the internal data structure of the HLL is an array of bytes (Fig. 4.6-a).
Each of these bytes records the maximum NLZ in the hash of the accessed object keys for the objects
assigned to the bucket. To accommodate heterogeneous object sizes, we could instantiate an HLL for
each distinct object size encountered. But since this would significantly increase the space overhead,
a simple, effective estimation is to maintain an HLL for each power of 2 (or a factor f) size only.
The resulting extended HLL is shown in Fig. 4.6-b.
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Figure 4.6: Comparison between the structure of the original HLL and our extended HLL that
supports heterogeneous object sizes.

If an HLL is kept for each power of 2, then we need (l − s+ 1) HLLs to accurately estimate the
WSS of an access trace that has object sizes that range between 2s to 2l bytes. For example, to
cover object sizes between 2 bytes and 4MiB, we need 22 HLLs with a total size of 88KiB to achieve
an accuracy of over 98% (precision b = 12).

Recall from Section 2.4 that the HLL has three primary operations: Insert, Merge, and Count.
Now, we explain how these operations are extended. To Insert an object into the extended HLL, we
use the object size to determine which HLL the access should be inserted into. Once identified, we
follow the exact same Insert process as of the original HLL. Mergeing two extended HLLs, should
result in an extended HLL that includes the objects sizes maintained in both source HLLs.

For the Count operation, we iterate through the maintained HLLs and accumulate each HLL
Count times the object size it represents. Since each HLL represents an object size of a power of 2,
this might increase the variance since object sizes could have significant variability. To reduce the
variance, we track the average object size of the Inserted accesses in each HLL. Tracking the average
object size can be efficiently computed online using Welford’s method [279], as shown in Eq. 4.1,
where B represents the currently accessed object size and n represents the number of accesses (which
is incremented after each access). This requires only an extra 16 bytes: a double for the average
and a uint64 for the count, n.

Average =
B −Average

n+ 1
+Average (4.1)

To find the WSS, the reported count of each HLL is multiplied by the average object size of its
corresponding HLL, as shown in Eq. 4.2.

WSS =

l−s+1∑
i=1

Count(HLL[i])×HLL[i].Average (4.2)
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Figure 4.7: WSS estimation accuracy and throughput for our extended HLL that supports
heterogeneous object sizes based on the MSR workloads.

Fig. 4.7 shows the accuracy, throughput, and needed space to estimate the WSS while
accommodating heterogeneous object sizes using the MSR workloads. The accuracy is measured
by comparing the estimated WSS to the exact WSS measured using a hash table. The figure shows
that 352KiB is needed to estimate the WSS with an accuracy of over 99% (i.e., b=14). In practice,
precision 12 is sufficient, which uses 88KiB of memory and achieves over 98% accuracy. The reason
behind the decrease in throughput as the precision increases is due to poorer cache locality.

In contrast, finding the exact WSS requires space linear in the number of distinct objects, which
is impractical for workloads that access many objects. For example, the combined Twitter dataset
includes 247 billion accesses to 25 billion distinct objects, which requires 25B × 12 bytes = 279GiB
to compute the exact WSS (assuming each object can be tracked using 12 bytes: 4 for the object
size and 8 for the hash of the key). Thus, the estimate based on our extended HLL uses up to 5

orders of magnitude less space while being highly accurate.

4.2.2 Accommodating Heterogeneous Object Sizes and TTLs

In Section 3.3, we presented our extended HLL-TTL that supports TTLs by automatically removing
objects from the multiset when their TTLs expire. This allows our algorithm to handle modern
workloads where TTLs are often used. In this section, we show how we extend HLLs to support both
heterogeneous object sizes and TTLs. The HLL-TTL is shown in Fig. 4.8-b. To add heterogeneous
object sizes with HLL-TTL, we add a third dimension to the HLL in order to capture different object
sizes as described earlier in Section 4.2.1, which would result in the structure shown in Fig. 4.8-c.

The HLL operations on the 3-dimensional array are straightforward adaptations of those for the
2D operations. However, the Count operation is adjusted to report the sum of the average object
size times the cardinality estimate for that specific object size. Welford’s running average is used to
compute the average per object size plane as described earlier (Eq. 4.1).

Fig. 4.9 compares the accuracy and throughput for the basic HLL (that supports uniform object
size without TTLs) versus our extended HLL (that supports heterogeneous object sizes and TTLs).
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Figure 4.8: Comparison among the structures of the original HLL, HLL-TTL, and HLL-TTL with
support for heterogeneous object sizes. (et: eviction time)

The results shown are for the largest recommended workload from Twitter (cluster52), which contains
11.6 billion GET accesses. The accuracy is measured by comparing the estimated WSS and the exact
WSS obtained using a hash table (based on the configuration as shown in the figure). The accuracy
of the basic HLL is shown compared to the exact WSS using a uniform object size and not taking
TTLs into consideration to show how our extensions compare to the original HLL’s accuracy.

The results show that precision 12 is sufficient to achieve over 98% accuracy. The dense
implementation of the extended HLL requires 11.5MiB, while the dynamic implementation (described
in Section 3.3) requires 1.06MiB. In contrast, calculating the exact WSS without TTLs and uniform
object sizes requires 1.35GiB of memory just to maintain each distinct object’s 64-bit key, and
the exact variant accommodating TTLs and heterogeneous object sizes requires 2.4GiB memory to
maintain each unexpired distinct object’s timestamp, key, size, and TTL attribute. The decrease
in throughput shown in Fig. 4.9 is because increasing the precision for the extended HLL results in
poorer cache locality. However, the throughput of the basic HLL is consistent and does not decrease
when increasing the precision because the size of the basic HLL is less than 64KiB for all precisions,
thus having good cache locality.

4.3 Extended CounterStacks

In this section, we first describe how to adapt CounterStacks to accommodate heterogeneous object
sizes (§4.3.1). We refer to this extended version as CounterStacksHOS . Then, we describe how to
accommodate both heterogeneous object sizes and TTLs (§4.3.2). We refer to this extended version
as CounterStacks++

HOS .

4.3.1 Accommodating Heterogeneous Object Sizes

To accommodate heterogeneous object sizes in CounterStacks, we replace the traditional HLL
counter used in CounterStacks with our extended HLL that supports heterogeneous object sizes
shown in Fig. 4.6(b). Each extended HLL counter contains several object size planes, where each
plane is essentially a traditional HLL with buckets used to count the number of objects of a specific
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Figure 4.9: HLL precision vs. the estimated WSS accuracy and throughput using an HLL with
uniform object sizes without TTLs and our extended HLL with heterogeneous object sizes and
TTLs. The largest recommended Twitter workload (cluster52) was used for these results.

size. Since this will significantly increase the number of HLLs used, the algorithm will become
slow. We optimize the extended CounterStacks algorithm to accommodate heterogeneous object
sizes while remaining more efficient than the original algorithm and using constant space.

Accesses in a workload’s access trace are processed in the following manner. For each access,
a new counter is instantiated. It is initialized to contain one object size plane for each object size
previously encountered, and each of those object size planes is initialized to 0. Then, if the access is
to an object size not yet encountered, a new object size plane for that object size is added to each
counter in the stack. Finally, the object size planes for the target object size in each counter are
updated to reflect the distinct number of objects of that size that have been encountered since the
object size plane was instantiated.

Fig. 4.10 shows an example of how heterogeneous object sizes are treated in CounterStacksHOS .
For the first access in the trace, A(4K), a counter c1 is added. An object size plane for 4KiB
objects, c4KiB

1 , is added to c1 and set to |{A}| = 1. This object size plane will maintain the number
of accesses to distinct objects of size 4KiB encountered since c1 was initialized. For the next access,
t(2KiB), a new counter, c2, is added with an object size plane for 4KiB initialized to 0. Then, an
object size plane for 2KiB objects is added to c1 and c2, initialized to |{t}| = 1. Hence, counter c1

will have object size plane c4KiB
1 equal to |{A}| and object size plane c2KiB

1 equal to |{t}|.
To calculate the stack distance for an access to an object of size s, if the value of object size

plane csi did not increase while the value of the next object size plane, csi+1, increased, then the
stack distance is equal to the sum of all object size planes of counter ci times their respective object
sizes; i.e.,

∑
∀c∈ci

(c · s). For example, for the second access to B(4k), shown in bold in Fig. 4.10,
object size plane c4KiB

3 did not increase while the next object size plane c4KiB
4 increased from 2 to

3. Hence, the stack distance is equal to the value of c4KiB
3 (i.e., 3) multiplied by 4KiB plus the

corresponding 2KiB object size plane value, c2KiB
3 (i.e., 2) multiplied by 2KiB for a total of 16KiB

(=3× 4KiB+2× 2KiB). This is recorded in the stack distance histogram. This process is the same
finite differencing scheme described in Section 2.2.3 but adjusted for heterogeneous object sizes.
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Figure 4.10: Example of CounterStacksHOS with heterogeneous object sizes.

Optimizations

The heterogeneous object size implementation described above increases the number of HLLs by a
factor equal to the number of object sizes encountered. This makes the implementation impractical,
given that each HLL consumes 24 − 216 bytes (depending on precision). We introduce a number of
optimizations to significantly reduce the number of HLLs needed.

O1. Limiting the number of object sizes

As a first optimization, we reduce the number of object size planes by grouping objects based on
their sizes, similar to the technique used in our extended HLL (§4.2.1). By default, we use the next
power of 2. With this, each object size plane now tracks accesses for objects that have a size which
rounds to the same next power of 2 to group accesses. To improve accuracy, we track the average
object size within each object size plane and use that value to represent the object size plane. This
is computed as described earlier in the extended HLL section using Welford’s method (Eq. 4.1).
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Table 4.1: Example to illustrate different pruning techniques used in CounterStacksHOS .

Object Size c1 c2 c3

4KiB c4KiB
1 = 100 c4KiB

2 = 99 c4KiB
3 = 99

2KiB c2KiB
1 = 1, 000 c2KiB

2 = 100 c2KiB
3 = 100

Table 4.2: Effect of different types of pruning when processing the combined MSR workload.

Pruning Type # Counters # Size Planes

No Pruning 689 4,202
Counter 138 1,014

Counter and Size Plane 72 172

O2. Counter pruning

In CounterStacksHOS , a counter is pruned (along with all its object size planes) when each of its
object size planes’ values is at least (1 − δ) times the value of the corresponding object size plane
of the next older counter. As an example, consider the three counters depicted in Table 4.1, each
with two object size planes. With pruning delta δ = 0.01, counter c3 can be pruned entirely because
c4KiB
3 ≥ (1− δ) · c4KiB

2 and c2KiB
3 ≥ (1− δ) · c2KiB

2 .

O3. Object size plane pruning

Further efficiencies can be obtained by pruning individual object size planes. An object size plane
can be pruned whenever its value is at least (1 − δ) times the corresponding object size plane
in the next older counter. For example, if we consider counter c2 in Table 4.1, its object size
plane c4KiB

2 is equal to (1 − δ) times c4KiB
1 and hence is a candidate for pruning. However, it

cannot be removed because counter c2 depends on it for correct results. Instead, we replace object
size plane c4KiB

2 with a pointer to c4KiB
1 , the next older corresponding object size plane. As a

result, c4KiB
2 consumes less space and no longer needs to be updated when processing new accesses,

yet c2 contains approximate values of each of its object size planes, albeit indirectly. Whenever
an object size plane in a counter, cyKiB

i , is pruned and replaced with a pointer to cyKiB
k , then

all object size planes pointing to the pruned counter must be updated to now point to the same
object size plane cyKiB

k .
Because object size planes now may have pointers pointing to them, care must be taken not to

free an object size plane that other object size planes are pointing to. For this reason, we include a
reference count within each object size plane to keep track of the number of pointers pointing to it.
Therefore, an object size plane can only be freed when the reference count is 0. A counter can be
pruned when all of its object size planes are pointers to object size planes in older counters.

Counter and object size plane pruning reduces the number of HLL counters maintained. Table 4.2
shows the effect of different types of pruning used in CounterStacksHOS for the combined MSR
workload. Furthermore, since object size pruning makes two consecutive object size planes point to
the same object size plane if they satisfy the pruning condition, the counter pruning algorithm can
be optimized only to run when object size plane pruning removes at least one object size plane.
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Figure 4.11: MAEs for the algorithms tested with heterogeneous object size support (without TTLs)

O4. New object size optimization

Whenever a new object size is encountered for the first time, new object size planes need to be
added to each of the existing counters, initialized to 0. All but one of these object size planes will
be pruned by the next object size plane pruning operation. Hence, as an optimization, when a new
object size is encountered for the first time, a new object size plane is added to the oldest counter
only, and a pointer to that object size plane is added to all other counters.

Performance analysis

We evaluated CounterStacksHOS using the access traces described in Table 3.1 (page 47), and
compared it to the extended Shards variant. We measured the accuracy of the algorithms we
tested using the MAE by comparing the approximate MRC to the exact MRC generated by Olken’s
algorithm that we extended to support heterogeneous object sizes. We used the same server
specifications described in Chapter 3. Each line in Figures 4.11 and 4.12 represents the results
for 264 workloads.

Fig. 4.11 shows the accuracy of the algorithms tested. We make the following observations. First,
Shardsadj should always be used instead of Shards as it has far better accuracy. For instance,
FR-Shards with a sampling rate R = 0.001 has an MAE of 5.57% on average and a median of
1.99%. Conversely, FR-Shardsadj with the same sampling rate reduced the MAE to 1.33% on
average and the median to 0.22%. Our second observation is that Shards has significantly higher
accuracy than CounterStacksHOS . For example, when using up to 1,000 HLLs in CounterStacksHOS ,
the achieved MAE is 1.81% and 2.05% on average for the HiFi and LoFi variants, respectively. The
median MAE is 0.57% and 0.85% for the HiFi and LoFi variants, respectively. However, using
FS-Shardsadj with Smax equal to 1,000 objects achieves a significantly lower MAE of 1.31% and a
median of 0.57%. Increasing Smax to 4,000 objects reduces the MAE to 0.9% on average and the
median to 0.25%.
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Figure 4.12: Throughput for the algorithms tested with heterogeneous object sizes (without TTLs)

Fig. 4.12 shows the throughput of the algorithms tested. All these algorithms are the extended
ones that support heterogeneous object sizes. The exact Olken algorithm can process 2 million
accesses per second, on average. For FS-Shards, increasing the value of Smax reduces performance
but improves accuracy. For example, for Smax = {1K, 4K, 16K, 64K}, it achieves a throughput of
33.3M , 31.7M, 29.6M, and 25.5M, on average, respectively. Similarly, increasing the number of HLLs
used in CounterStacksHOS has less of an effect on performance than with Shards. For example,
for the LoFi variant of CounterStacksHOS , using 256, 512, and 1,024 HLLs achieves a throughput of
17.8M, 17.9M, and 18M. The reason behind this counterintuitive slight variation could be attributed
to the fact that with a smaller number of HLLs, more pruning iterations could occur to enforce the
constant space overhead, thus making the algorithm slightly slower with a smaller number of HLLs.

4.3.2 Accommodating Heterogeneous Object Sizes and TTLs

In Section 3.4, we presented CounterStacks++, which accommodates TTL attributes. To extend
CounterStacks++ to support heterogeneous object sizes, we follow the same approach described
earlier for accommodating heterogeneous object sizes in CounterStacksHOS . This introduces multiple
object size planes by switching the HLL-TTL to become as shown in Fig. 4.8(c). We refer to the
extended algorithm that supports heterogeneous object sizes and TTLs as CounterStacks++

HOS .
We evaluated CounterStacks++

HOS and compared the results with those of Olken++ and Shards++;
all extended to support heterogeneous object sizes and TTLs. The MAE was used to measure the
errors between the exact MRCs generated by Olken++ and the approximate MRCs generated by
CounterStacks++

HOS and Shards++. We used the same 28 workloads used in the evaluation of
Chapter 3, so each line in Figures 4.13 and 4.14 represents the results for 28 access traces.

Fig. 4.13 shows the MAE for the evaluated algorithms. One observation is that Shardsadj
significantly affects the results. For example, for FR-Shards++ with a sampling rate of R = 0.001,
FR-Shards++

adj reduces the MAE from 1.5% to 0.55% on average. Similarly, the median MAE is
reduced from 0.7% to 0.2% on average. All FS-Shards++

adj variants achieve an MAE of less than
1%. For instance, using Smax = 1,000 achieves an MAE of 0.66% on average. Increasing Smax to
64,000 reduces the MAE to 0.09% on average but increases space usage by a factor of 64×.
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Figure 4.13: MAE for the extended algorithms with heterogeneous object sizes and TTL support
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Figure 4.14: Throughput for the extended algorithms with heterogeneous object sizes
and TTL support

For CounterStacks++
HOS , we tested the HiFi and LoFi variants using various configurations based

on the number of HLL-TTL counters used, ranging from 64 to 512 counters.3 With 64 counters, the
HiFi and LoFi variants have an MAE of 2.12% and 2.23%, on average, respectively. Doubling the
number of HLL-TTL counters to 128 reduces the MAE significantly to 0.69% and 0.78% for the HiFi
and LoFi variants, respectively. The reason for this improved performance is that, as the number of
HLL-TTL counters decreases, our algorithm performs pruning with increased δ values to maintain
constant space usage, which increases the stack distance estimation error. The best MAE achieved
for the HiFi and LoFi variants is 0.5% and 0.59%, on average, respectively, when using 512 counters.

Fig. 4.14 shows the throughput for the evaluated algorithms. All these algorithms are extended
to support heterogeneous object sizes and TTLs. The exact Olken algorithm can process 1.3 million
accesses per second, on average. For FS-Shards++, increasing the value of Smax reduces the
throughput but improves accuracy. For example, for Smax = {1K, 4K, 16K, 64K}, it achieves
throughputs of 45.8M , 41M , 36.2M , and 27.8M , on average, respectively. Similarly, increasing the
number of HLL-TTL counters used in CounterStacks++

HOS has a significant effect on throughput.
Using only 64 counters, the HiFi and LoFi variants achieve average throughputs of 5.3M and
5.7M , respectively, with an MAE of 2.12% and 2.23%, respectively. Increasing the number of
counters to 128 reduces the throughput to 3.4M and 3.6M , respectively, with an MAE of 0.69% and
0.78%, respectively.

3Each object size plane is equivalent to a single HLL-TTL counter.



Chapter 5

Interval-based Historical Analysis of
Cache Workloads with HistoChron

In-memory caches such as Memcached and Redis have played a pivotal role for decades in improving
the performance of distributed systems. However, configuring these caches to operate efficiently
remains a challenging task, especially when considering the dynamic nature of modern workloads,
where caching requirements can change significantly over time.

This chapter introduces HistoChron, a novel methodology with an associated GUI that enables
efficient interval-based historical analysis of caching workloads. HistoChron generates a separate
stack distance histogram and HyperLogLog (HLL) counter each minute and persists them for
historical analysis. HistoChron needs just 24MiB of storage space weekly, showcasing its space
efficiency. Histograms and HLL counters over any time interval can be combined to obtain the
Miss Ratio Curves (MRCs), the Working Set Size (WSS), as well as statistics on the number of
cache requests and number of accesses to distinct objects for the target interval. The information
generated, in turn, enables the identification of seasonal or diurnal patterns, and it enables detailed
postmortem analysis of unexpected cache behaviors.

We evaluated HistoChron on over 5,000 cache access traces from six real-world datasets
encompassing more than 300 billion accesses and, when combined, span a total duration of 18 years
of cache operations. Our results show that HistoChron produces exact MRCs with overheads that
are on par with state-of-the-art exact MRC-generation algorithms. We also present a lower overhead
variant of HistoChron that generates approximate results with a mean error of less than 1%. Finally,
we show how to adapt Miniature Simulations to enable HistoChron to provide interval-based MRCs,
working set sizes, and cache request statistics for any eviction policy.

5.1 Introduction

Despite the fact that in-memory caches have been used productively for decades, many organizations
do not understand how best to configure them for their workloads and when to reconfigure them.
In effect, they often treat in-memory caches as black boxes and either apply coarse trial-and-error
methods or simply configure the cache with a large amount of memory, hoping for the best [27,
50, 53–58]. Worse, assessing whether in-memory caches are operating as expected is particularly
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challenging. When a perceived issue occurs, it is difficult for operators to diagnose whether the issue
is real and, if so, what might have caused it. Consider the following questions that operators of
in-memory caches might reasonably pose:

• An operator observes significantly increased response times of their service for a period of time
and after analyzing system logs, the operator deduces the cause was a surge of requests to
the back-end storage service. They suspect the surge was due to a sudden increase in the
cache miss rate. Was this actually the case, and if so, what might have caused the increased
miss rate?

• A service operator recalls that their operations struggled to handle the high volume of incoming
requests just before the holiday season of the previous year. Would increasing cache sizes this
year help mitigate such behavior, and if so, by how much should the cache size be increased?

• To save on costs, a service operator is considering using caches with significantly less memory
over the weekend when traffic tends to be lower. How much can the cache size be reduced, if
at all, without significantly affecting the cache hit rate?

• An operations team is considering co-locating two in-memory cache servers currently running
on separate physical servers onto the same physical server. Are performance issues expected
to arise?

• Are there time periods where it would be beneficial to switch to an alternative eviction policy
such as FIFO, which incurs lower overheads?

Existing tools and methods are ill-suited to help answer these and similar questions. One
methodology is to collect and store cache access traces for postmortem simulations and analysis.
However, storing such traces would consume significant storage space. For example, Twitter’s 153

Memcached access traces, spanning 1-4 weeks, consumed 80TiB of storage space [125]. It would be
difficult to justify keeping traces for a prolonged period, especially when operating many caches.
This is further exacerbated by the exponential growth of in-memory datasets [25–27].

Another well-known tool is the MRC, which depicts the expected cache miss ratio as a function
of the cache size [55, 61]. However, MRCs are limited in the information they convey. For example,
an MRC generated for cache accesses that occurred over a period of a month provides no information
on the trade-off between cache size and miss rate for a specific set of consecutive hours or days, and
it provides no insight into the operation of the cache when an issue is suspected to have occurred.
Conversely, MRCs generated, say, for each day separately, cannot be combined to understand the
trade-off between cache size and miss rate for a week’s worth of cache traffic. While it is possible
to simultaneously and continuously generate daily, weekly, and monthly MRCs, the memory and
compute overheads would likely negatively impact the cache’s operation when done online, especially
if these MRCs need to be generated for multiple eviction policies.

Finally, the WSS is a tool that measures the aggregate size of distinct objects accessed over a
given period of time [11, 14, 60]. However, the WSS suffers from limitations similar to those of MRCs
in that WSS information for smaller time intervals cannot be extracted from a WSS generated over
a longer period of time, and WSS information generated over smaller intervals cannot be combined
to obtain the WSS of caches over a longer time period.
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In this chapter, we introduce HistoChron, a new methodology that can help answer the types of
questions listed earlier. Despite its simplicity, HistoChron’s novel approach offers surprising power.
Our work on HistoChron was motivated by two observations. First, for key eviction policies such as
LRU, the MRC of a workload is generally constructed from a histogram of stack distances obtained
from processing the workload’s cache accesses (using an algorithm such as Olken [62]) after which
the histogram is typically discarded. We argue that the histogram should be retained (instead of
the MRC) as it contains additional useful information, including a count of the number of accesses,
a count of objects accessed the first time, as well as the information needed to construct the MRC.

The second observation is that histograms obtained over multiple non-overlapping time periods
can be usefully combined. For example, if we have a separate histogram of a workload’s stack
distances for each successive minute, then 60 consecutive histograms can be combined to obtain a
histogram that accurately represents the cache accesses over the corresponding hour. (As noted
above, this is not the case for MRCs: multiple MRCs cannot be usefully combined.)

The key idea behind HistoChron is to separately collect cache access statistics over uniform,
consecutive time intervals and then persist that information for historical analysis. The default time
interval we have selected is one minute, so cache access statistics are collected and retained for each
consecutive one-minute interval (but this can be overridden through a configuration parameter).

As such, HistoChron’s chronological sequence of cache access statistics enables interval-based
analysis; i.e., it enables us to retroactively analyze the workload for any arbitrary time interval at
one minute granularity. For example, HistoChron enables us to zero in and analyze the behavior
of the cache over the previous few weekends or holiday seasons, and it allows us to zero in on
the specific hour in which anomalous cache behavior is suspected to have occurred. Histogram
sequences of different workloads can also be combined, which allows us to analyze the effects of
combining multiple workloads (assuming the workloads’ keys are disjoint).

The access information collected and retained each minute by HistoChron is comprised of:

1. a histogram of stack distances encountered and

2. a cardinality estimator such as the HLL, which counts the number of distinct objects accessed.

Together, this information allows us to obtain for each minute interval:

1. the number of access requests,

2. the number of objects accessed the very first time,

3. the number of distinct objects accessed,

4. the MRC, and

5. the WSS.

Section 5.3 details how the collected information can be combined to obtain these metrics without
needing the entire trace. The reason we use an HLL counter is that the number of distinct objects
accessed within a time interval cannot be extracted from the stack distance histograms, yet it is
needed to identify the WSS of the workload in that interval. HLL counters, like stack distance
histograms, have the attractive property that they can be combined; e.g., the HLL counter of each
minute can be combined to obtain a count of the distinct objects accessed over a period of one hour.
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An important question is whether HistoChron can be practically realized with acceptable
overheads. With respect to storage overhead, by implementing a number of optimizations (§5.3), we
were able to achieve a storage requirement of 3.4MiB per day and 24MiB per week while maintaining
one minute epoch granularity (98.7KiB per day and 691.1KiB per week for one hour granularity).
This space overhead is orders of magnitude less than storing the access traces directly. HistoChron’s
memory overheads are on par with those of the state-of-the-art MRC-generation algorithms such as
Olken [62] that identify the stack distance for each cache access and record them in a histogram, in
addition to 2.4KiB for each HistoChron’s entry that has not yet been persisted. Finally, HistoChron’s
compute overhead is comparable to that of Olken’s algorithm.

We developed a system with a Graphical User Interface (GUI) that uses HistoChron’s chronology
of access statistics (§5.4). The GUI allows the user to zoom in/out to any time interval (at minute
granularity), for which the GUI graphically displays the MRC, the WSS, the number of cache requests
per minute, and the number of distinct objects accessed per minute. It also displays the aggregate
number of accesses and the number of distinct objects accessed during the selected interval. This
information is obtained by combining the corresponding information from the chronology.

The access counts and MRCs obtained from combining consecutive HistoChron histograms are
exact, and correspondingly, HistoChron’s memory and computation overheads are in line with exact
MRC-generation algorithms such as Olken. However, Olken is considered to have memory and
computational overheads that might be too high for online use (where the stack distance of each cache
access is identified when the access occurs). As a result, a number of approximate MRC-generation
algorithms have been proposed that are more efficient [55, 64, 113]. In Section 5.5, we show how
HistoChron can be adapted to work in conjunction with Shards, thus significantly decreasing
HistoChron’s memory and computational overheads. While Shards makes HistoChron’s MRCs
and metrics approximate, we show in Section 5.7 that mean errors are low, i.e., <1% on average.

Another limitation of most MRC-generation algorithms is that they can only model eviction
policies that are referred to as stack-based eviction policies (e.g., LRU and OPT) [55, 61, 88], which
have the property that if an object exists in a cache of size s, then it must also exist in all larger
sizes. To model non-stack-based policies such as FIFO, MRU, ARC [150], and S3-FIFO [184], it is
necessary to simulate caches of different sizes. However, such simulations have high computational
and memory overheads. Waldspurger et al. introduced Miniature Simulations that applies Shards

to cache simulations to make them tractable [88]. In Section 5.6, we show how Miniature Simulations
can be adapted for use with HistoChron, thereby accommodating non-stack-based policies.

Organization. We start by further motivating the need for interval-based analysis. In Section 5.3,
we present HistoChron. Our HistoChron GUI is presented in Section 5.4. We show how Shards can
be incorporated with HistoChron in Section 5.5. In Section 5.6, we show how non-stack-based policies
and heterogeneous object sizes are accommodated. Section 5.7 presents the experimental evaluation,
highlighting the exactness of our MRCs generated by HistoChron and its storage space efficiency. We
also show the high throughput of our approximate HistoChron variant that uses Shards (capable
of processing over 100 million accesses per second) while maintaining high accuracy (with a mean
error <1%). We close with related work and concluding remarks.
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5.2 Motivation

The compelling case to be made for HistoChron and interval-based analysis becomes apparent when
examining real-world workloads. The fact that cache workloads are often highly variable over time [9,
64, 88, 106, 136] makes interval-based analysis particularly relevant.

Consider IBM’s workload #079 [22]. The MRC obtained from a week’s worth of accesses is
depicted in Fig. 5.1, top left. The figure shows that a cache size of 250GiB is needed to achieve
the minimal miss rate of 12%. This information is useful for a “configure and forget” strategy.
However, if resource efficiency is the objective, then zooming in on individual days can be helpful,
as shown in Fig. 5.2. The figure shows significant day-to-day variance in cache size requirements for
this workload. On the first day (Wednesday), the cache size required to achieve the minimal miss
rate is roughly 60GiB. For Thursday, Friday, and Saturday, the cache size needed to achieve the
minimal miss rate for each day is significantly higher: 120GiB, 250GiB, and 120GiB, respectively.
The following three days each require a cache size of approximately 60GiB again to achieve the
minimal miss rate.

To better understand why Thursday and Friday require larger cache sizes, we turn our attention
to the number of accesses and number of distinct objects accessed, as shown in Fig. 5.1, top right.
The pattern of cache requests begins to change late Wednesday when the number of distinct objects
accessed increases significantly. This could indicate a scanning pattern that might be due to an
analytics job being run at that time. This increase in accesses to distinct objects increases the
WSS from 100GiB to 250GiB in a few hours, as shown in Fig. 5.1, bottom. The effect of this
suspected scanning pattern subsides on Sunday, and for the rest of the week, the cache size needed to
achieve the optimal miss rate goes back to roughly 60GiB. (Note that this more detailed information
is not extractable from the weekly MRC.) By performing interval-based analysis over previous
weeks, one could identify whether this is a regularly occurring pattern and, if so, consider potential
remediation actions.

It is not uncommon for workloads to exhibit significant variability in their WSSes and MRCs when
considering shorter time intervals. Recall the example of the prn workload from MSR, previously
shown in the Introduction (Fig. 1.8 and Fig. 1.9), to underscore the significant variability in workload
behaviors over short time intervals. This case illustrated how the perceived cache size requirement for
minimizing miss ratios could dramatically fluctuate, from needing less than 15GiB during weekends
to a surge up to 70GiB on weekdays, particularly after a potential sudden scanning pattern that
drastically increased the workload WSS. Such findings emphasize the critical role of interval-based
analysis tools like HistoChron in accurately determining cache size requirements amidst the dynamic
nature of modern workloads.
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Figure 5.1: IBM workload #079. Top Left: MRC for the week. Top Right: Hourly access count
statistics. Bottom: WSS.
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Figure 5.2: IBM workload #079: per-day MRCs. The curves end when increasing the cache size no
longer reduces the miss ratio.
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5.3 HistoChron Design and Implementation

This section describes the essential background needed to understand HistoChron (§5.3.1),
HistoChron’s conceptual design (§5.3.2), and its practical implementation (§5.3.3).

5.3.1 Background

Stack Distance Calculation. Recall from the Background Section 2.2.1, Mattson’s algorithm
records the stack distance of each cache access in a histogram, which is then utilized to generate
the MRC. This approach is used by virtually all one-pass MRC-generation algorithms. Following
we describe how the stack distance histogram is used to generate the MRC.

Mattson’s histogram of stack distances, H, is shown in Fig. 5.3. After processing N accesses, the
sum of all histogram frequencies must be equal to N , as shown in Eq. 5.1. Given that every access
invariably results in a hit or a miss, and each miss increments the ∞ bin by 1 while a hit increments
a non-∞ bin by 1, it follows that the sum of these frequencies must be exactly equal to N . That is,

N =

∞∑
i=1

H[i] . (5.1)

The Hit Ratio Curve (HRC) defines the relationship between cache size and its associated hit
ratio. Each histogram bin (excluding ∞) corresponds to a cache size on the HRC. For simplicity,
assuming the cached objects have a Uniform Object Size, UOS, (e.g., 4KiB), then each bin in the
histogram corresponds to a cache size s = UOS× stack distance represented by that bin.

Thus, the histogram supports generating an HRC with cache sizes that range from the minimum
stack distance, min(sd), to the maximum stack distance, max(sd), recorded in the histogram.
Mattson et al. showed that the hit ratio at cache size s is equivalent to the cumulative sum of
frequencies from that bin and all smaller bins, divided by the total number of accesses N ; see
Eq. 5.2. Considering all stack distances in the histogram (without ∞), effectively the HRC is the
histogram’s CDF.

HRC(s) =
1

N
·

s∑
i=min(sd)

H[i] (5.2)

The MRC is the inverse of the HRC, which is effectively the inverse-CDF of the histogram:
MRC(s) = 1.0−HRC(s).

Mattson’s algorithm cannot generate the MRC over arbitrary time points because the histogram
does not record timing information. As a result, it can only generate the MRC from the time of
the first access up to the time ty when the MRC is requested: MRC(t1, ty). Once the algorithm
proceeds to ty+1, it can no longer generate MRC(t1, ty), but is limited to generating MRC(t1, ty+1).
In Section 5.3.2, we discuss how we address this gap with HistoChron.

HyperLogLog (HLL). Background on the HLL was provided in Section 2.4. Recall that the
HLL operations include Insert (adding elements), Count (estimating count), and Merge (combining
multisets). Merge generates an HLL to reflect the number of distinct objects in the union of two
multisets, M1 ∪ M2, given their respective HLLs. It is the Merge operation that makes HLLs
powerful for interval-based analysis.
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Figure 5.3: Mattson’s histogram and HistoChron.

5.3.2 Conceptual Design of HistoChron

We divide time into a continuous sequence of uniform, non-overlapping intervals, referred to as
epochs. Our goal is to have a stack distance histogram and HLL counter per epoch, initialized when
the epoch starts. On each access to an object in the cache, HistoChron determines whether a new
epoch begins based on the time of the access. If so, it retires the previous histogram and HLL,
persisting them lazily for historical analysis. (See Fig. 5.3).

Throughout the lifetime of the cache or while processing an access trace, the data structure of
the underlying MRC-generation algorithm is maintained and updated (e.g., Olken’s tree of accessed
objects, ordered by access recency). On each access to an object in the cache, HistoChron

• determines the stack distance of the object and updates Olken’s tree,

• records the stack distance in the current epoch’s histogram, and

• inserts the hash of the accessed object’s key into the HLL of the current epoch.

Utilizing the information from HistoChron, we describe how to query HistoChron to report the
interval-based access statistics, and generate the WSS, and MRC. For simplicity, this explanation
covers a widely used scenario in the literature [55, 64, 113, 120] where objects are of uniform size;
we show in Section 5.6 how to support heterogeneous sizes.

A. Count(ex, ey) The number of accesses over a time-interval, N(ex, ey), is obtained by iterating
through all stack distance histograms in HistoChron where e ∈ [ex, ey), and for each stack distance
bin, accumulate their corresponding frequencies:

N(ex, ey) =
∑

∀e∈[ex−ey)

∞∑
sd=min(sd)

HistoChron[e].H[sd] . (5.3)
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B. Newly Accessed Objects NAO(ex, ey) The number of newly accessed objects in epoch
e is equal to the frequency of e’s ∞ bin. Thus, the number of newly accessed objects over an
interval, NAO(ex, ey), is obtained by iterating over the stack distance histograms in HistoChron
where e ∈ [ex, ey), and accumulating the frequency of the ∞ bin:

NAO(ex, ey) =
∑

∀e∈[ex−ey)

HistoChron[e].H[∞] . (5.4)

C. Distinct-Count(ex, ey) The number of distinct objects accessed in an epoch is captured by e’s
HLL counter. The number of distinct objects accessed in an interval, M(ex, ey), can be calculated
by Merging the HLLs of the relevant epochs and then performing the Count operation on the HLL
that results from the Merge():

M(ex, ey) = Count
(
Merge(HistoChron[ex].HLL, · · · ,HistoChron[ey−1].HLL)

)
. (5.5)

D. WSS(ex, ey) Computing the WSS is straightforward once we know the number of distinct
objects accessed in an interval:

WSS(ex, ey) = UOS ·M(ex, ey)[Eq.5.5] . (5.6)

where UOS is the uniform object size.

E. MRC(ex, ey) For simplicity, we first derive the HRC and then describe how to generate the
MRC. Recall from Eq. 5.2 that the hit ratio at cache size s, HRC(s), is equal to the number of
hits for cache sizes ≤ s divided by the total number of accesses, N . Adjustments to Eq. 5.2 are
needed to generate the HRC for cache size s over the interval [ex, ey), denoted HRC(s, ex, ey).
The hit ratio at cache size s over the interval [ex, ey) is the number of cache hits in the interval
divided by the total number of accesses in the interval. Thus, to obtain the number of hits for cache
size s in the interval, we sum the frequencies of all bins for cache sizes ≤ s, as shown in Eq. 5.7.
HRC(s, ex, ey) is then obtained using Eq. 5.8.

Nhits(s, ex, ey) =
∑

∀e∈[ex−ey)

∑
∀sd≤s

HistoChron[e].H[sd] (5.7)

HRC(s, ex, ey) =
Nhits(s, ex, ey)[Eq. 5.7]

N(ex, ey)[Eq. 5.3]
(5.8)

From this, the MRC can be directly derived as 1.0−HRC(s, ex, ey).

5.3.3 Practical HistoChron

Following our conceptual design of HistoChron, we now delve into the practical aspects of its
implementation. In this section, we describe the data structures used as well as various optimizations
to conserve storage space.
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In-Memory Design

HistoChron is compatible with any exact stack distance calculation algorithm such as Mattson and
Olken. We describe integrating HistoChron with Olken because it is more efficient than Mattson.

For each epoch, HistoChron employs a stack distance histogram and an HLL counter. The
histogram is implemented as an array, indexed by stack distance, with values representing frequencies.1

Upon each access, if the timestamp of the access no longer belongs to the current epoch, we
continuously archive the current epoch’s timestamp alongside its histogram and HLL, advance the
epoch marker, and instantiate a new histogram and HLL. The access is then processed as per Olken’s
algorithm, and the stack distance of the accessed object is recorded in the (now new) current epoch’s
histogram. Lastly, the hash of the accessed object’s key is Inserted into the epoch’s HLL.

Storage Space Considerations

HistoChron’s storage space usage depends on:

1. the number of bins in the histogram,

2. the precision of the HLL,

3. the epoch granularity, and

4. how this information is stored.

A. Histogram Bin Granularity The bin granularity primarily affects the details visible in the
generated MRC but also affects the amount of space the histogram consumes. Clearly, having each
histogram bin represent a byte is impractical, considering that a workload with a WSS of 1GiB
would potentially require 4GiB space (assuming each histogram bin stores a uint32). Fortunately,
that level of detail in the MRC is not needed. In practice, researchers have adopted coarser bin
granularities. Shards, for instance, uses bins that each represents 64MiB [55]. AET uses logarithmic
scaling, where the size of each bin is twice as large as the previous bin [113]. Miniature Simulations
uses 100 simulated cache sizes, so the size of each simulated cache is equal to the maximum cache
size being simulated divided by 100 [88].

HistoChron introduces a NonUniform granularity approach that lies between the Uniform
granularity of Shards and the logarithmic scaling used by AET. The size of each bin depends on
the cache size represented by the bin, where

Size(c) =


32MiB if c ≤ 1GiB

1 GiB if 1GiB < c ≤ 100GiB

5 GiB if 100GiB < c ≤ 2TiB

(5.9)

This NonUniform granularity represents cache sizes of up to 2TiB using 520 bins, yet provides
sufficient detail for workloads with small WSS. As we will show in Section 5.7, the Uniform
implementation consumes 2.8KiB storage space per histogram on average, in practice, while the
NonUniform implementation reduces this to 403 bytes on average for a per-minute epoch granularity.

1This could also be implemented as a hash table indexed by the stack distance and the value is the frequency of
that stack distance.
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For a per-hour epoch granularity, the Uniform implementation uses 8.4KiB per histogram on average,
while the NonUniform consumes 482 bytes on average. The difference in space consumption might
seem counterintuitive, as one might think the space usage per histogram does not depend on the
epoch granularity. However, we only output non-zero entries, as we describe further below, and the
population of the histogram becomes more dense with larger epoch granularities. As such, although
the histogram for larger epoch granularity consumes more storage space, the number of recorded
histograms is lower, leading to an overall smaller storage space requirement, as we will see below.

B. Precision of the HLL The precision used for the HLL directly affects the storage space
consumed per epoch as we output an HLL per epoch. Recall from Section 2.4, each HLL contains
an array of buckets, and each bucket can be represented using a byte. The number of buckets is
controlled by the precision parameter b, such that the number of buckets equals 2b. Thus, for an
HLL precision of 12, which yields over 98% accuracy in practice, the HLL consumes 4KiB of space.

C. Epoch Granularity Epoch granularity determines the number of stack distance histograms
and HLL counters that are generated and need to be stored. The smallest practical granularity is 1

second because timestamps in most publicly available access traces are recorded in units of 1 second.
However, 1 second granularity HistoChron information (i.e., histograms and HLLs) would consume
over 700MiB of space each week per workload. Moreover, it is questionable whether 1 second epochs
provide any additional useful information over, say, 1 minute epochs. Using 1 minute epochs is
more meaningful and requires, on average, 48MiB of space per week for the Uniform implementation
and 24MiB for the NonUniform implementation (as we show in §5.7). Per-hour epochs require, on
average, 2MiB of space per week for the Uniform and 691KiB for the NonUniform implementation.
HistoChron uses 1 minute epoch granularity by default, in part because it allows identifying the
start of, say, a spike in the number of distinct objects accessed down to the minute.

D. Marshaling and Querying We marshal HistoChron’s epoch information into a binary format
as follows. We first record the start time of the epoch (uint32). We then count the number of
non-zero histogram bins and record this count (uint32). Because the histogram can be sparse where
few bins are utilized, marshalling only non-zero bins could save significant space. For each non-zero
stack distance bin, we record the ⟨stack distance, frequency⟩ pair (⟨uint32,uint32⟩). Finally, we
record the HLL counter using either a dense or sparse format based on which one uses less space.
For that, we first count the number of non-zero buckets in the HLL, and if they are few, we use
the sparse implementation where we record the number of non-zero buckets, followed by a sequence
of ⟨bucket index, value⟩ pairs (⟨uint16,byte⟩). If the number of non-zero buckets is large, then
we marshal the dense format, which is a sequence of bytes, one per HLL bucket. A flag (byte) is
recorded to identify which format is used.

It is straightforward to unmarshal this format into an array structure, which is efficient for
querying. For instance, to answer the query N(ex, ey) (Eq. 5.3), we first use binary search to
determine the start and end indices in the unmarshaled array because the timestamps are sorted
and then iterate over the entries in the range to compute the sum. This method is equally effective
for all queries.
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Figure 5.4: A screenshot of the HistoChron GUI system initialized with the HistoChron of Twitter’s
recommended workload #50.

5.4 HistoChron GUI

HistoChron’s GUI is a tool that uses HistoChron to enable interval-based analysis of caching
workloads. It can assist system administrators in comprehensively understanding caching
requirements and conducting in-depth performance debugging. Fig. 5.4 shows a screenshot of
HistoChron GUI.

Operation. Upon initialization, a workload’s HistoChron can be loaded into the GUI via the Load
HistoChron button. For instance, consider the HistoChron from Twitter’s recommended workload
#50,2 as illustrated in Fig. 5.4. The system displays the trace information, including the name and
duration, and it generates two main graphs: one depicts the access count statistics, which includes
the access count and distinct access count per epoch, while the other shows the MRC.

The user can zoom into specific time intervals using an intuitive slider (on the bottom left),
thereby adjusting the graphs and enabling the user to swiftly focus on periods of interest. For
instance, a preliminary observation of the Twitter workload over a 33-day span reveals low activity
during the first three weeks (roughly 100 accesses per minute).

2Recommended to users on the discussion channel [110].



CHAPTER 5. INTERVAL-BASED HISTORICAL ANALYSIS OF CACHE WORKLOADS (HISTOCHRON) 85

Cache Sizing Insights. Determining an optimal cache size often depends on the system
administrator’s budget considerations. We observed that the MRCs of many workloads have long
tails with a small negative slope before reaching steady-state. Thus, a system operator might decide
to downsize the cache while accepting a slight increase in miss rate, depending on the application.
For example, an operator may consider a miss rate increase of δ = 0.1% or δ = 1% to be acceptable
in return for some memory savings. Hence, we show such cache sizing insights (see Fig. 5.4 left
panel). The figure shows that the cache size required to achieve the minimal miss rate is 100.5GiB.
If the operator is willing to accept an increase of up to 1% in miss rate, then the cache size required
becomes 67.1%GiB, saving 33% of memory.

Other metrics (e.g., daily standard deviation) can easily be incorporated into the GUI, and as
an example we included the per-day cache requirement analysis which could help identify whether
the cache requirements are stable or differs significantly for different periods. Day-to-day analysis
shown in the figure reveals that average daily cache size requirement is significantly lower, at 37.4GiB
(compared to 100.5GiB for the 33 day period). This shows a significant variability in the workload’s
caching requirements.

Performance Debugging. Operators might observe a sudden increase in back-end data store
queries with a concomitant increase in cache miss ratios. The GUI provides valuable insights to
understand such anomalies. For example, after analyzing the behavior of the MSR mds workload,
we observed a significant increase in the access rate within a single hour of the week, along with a
spike in the number of unique objects accessed, suggesting an extensive scanning operation: 1.45M
accesses to 1.44M unique objects in a single hour (Fig. 5.5-middle). This significantly altered the
resultant MRC.

Insights such as these can be helpful for optimizing cache utilization and for identifying potential
remediations, e.g., temporarily suspending the caching of new objects during intensive scanning
operations, switching to a different eviction policy, or making the application use a separate cache.
This is graphically demonstrated in Fig. 5.5, showcasing the stark contrast in MRC with and without
the problematic one hour that included the scanning pattern. The MRC over the entire period
indicates that this workload is not a good candidate for caching as evidenced by a miss rate of over
90%. However, the MRC, excluding that single-hour scan, shows that this workload can significantly
benefit from caching where the miss rate is as low as 25%.

5.5 HistoChron with Shards

The last decade witnessed several advancements in approximate stack distance calculation, enabling
online MRC-generation. In 2015, a breakthrough was introduced with Shards, where the space
complexity was reduced from O(M) to a constant O(1) [55] (for fixed-sized Shards). Background on
Shards was presented in Section 2.2.4. In this section, we describe how to incorporate
FR-Shards (§5.5.1) and FS-Shards (§5.5.2) with HistoChron.
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Figure 5.5: MSR mds workload. Top: MRC for the entire week. Middle: Hourly access rate
revealing a significant anomaly within one hour of the week. Bottom: MRC for the duration
post-anomaly until the end of the week.
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5.5.1 FR-Shards

FR-Shards uses a fixed sampling rate, R, when processing a trace using Olken but scales each stack
distance by R because each sampled access now represents 1/R accesses [55]. Due to sampling, the
number of accesses in HistoChron’s histogram only represents the sampled accesses. To support
FR-Shardsadj in tandem with HistoChron, we also record the number of unsampled accesses for
each epoch, adding uint32 overhead per epoch entry. FR-Shardsadj can be applied to interval-based
MRC-generation as follows. First, we calculate the total number of accesses within an interval.
Second, we calculate the expected number of sampled accesses by multiplying the total by the
sampling rate R. Third, we combine the stack distance histograms within the interval and calculate
the number of sampled objects from the recorded frequencies. Lastly, we adjust the first bin of
the combined histogram by the difference between the expected number of sampled objects and
the actual number of sampled accesses. (Note that accesses Inserted into HistoChron’s HLLs
are not sampled.)

5.5.2 FS-Shards

FS-Shards samples accesses to objects such that the number of distinct sampled objects does not
exceed a constant, Smax. To incorporate FS-Shards with HistoChron, we introduce a new variable
to track the sampling threshold per epoch, Te. This is necessary because generating the MRC(ex, ey)

requires knowing the sampling rate at ey−1 in order to do the stack distance scaling: when generating
the MRC, each of the recorded frequencies in the HistoChron is scaled by Tbin/Tey−1

. To support
FS-Shardsadj , we use the same approach as described for FR-Shards, but instead of using a fixed
sampling rate, R, as in FR-Shards, we use the last epoch’s sampling rate, Ry−1 = Ty−1/P .

5.6 Non-Stack-Based Policies and Heterogeneous Sizes

Interval-Based Analysis for Non-Stack Policies Mattson, Olken, Shards, CounterStacks,
and virtually all other one-pass algorithms only support stack policies (e.g., LRU, OPT) [61, 88].
For non-stack policies (e.g., FIFO, ARC [150], 2Q [181], LIRS [194], LHD [196], S3-FIFO [184]),
the state-of-the-art exact MRC-generation algorithm is running a simulation for each cache size
on the MRC, and the state-of-the-art in approximate MRC-generation is Miniature Simulations
(MiniSim) [88].3 We describe here how simulations and MiniSim can be extended to support
interval-based analysis.

Assume we are interested in generating an MRC with cache sizes at granularity of s bytes, up to
a maximum cache size X, so the sizes to be simulated are {s, 2s, 3s, · · · , X − s,X}. For each size,
we run a separate simulation. For each epoch, we track the number of accesses, Ne, which is the
same for all simulations. At the end of each epoch, we record the number of misses for each of the
simulated sizes, K[e][s]. This information enables generating the interval-based MRC:

MRC(s, ex, ey) =

∑ey−1

e=ex
K[e][s]∑ey−1

e=ex
N [e]

. (5.10)

3Kosmo also models non-stack-based eviction policies like MiniSim, and both use Shards [124]. But since Kosmo
also produces histograms similar to Mattson, it can be adapted to work with HistoChron by generating a histogram
per epoch, then use the same approach we use with HistoChron (§5.3).
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MiniSim [88] uses Shards sampling on top of the simulation approach, which simulates each cache
size on the MRC, but instead of running full simulations, Shards is used to run a sampled subset
of the cache accesses. To support interval-based analysis with MiniSim, we use the exact same
approach described above but scale the recorded statistics by the fixed sampling rate R, as described
by Waldspurger et al. [88]. In Section 5.7, we show that our implementation incurs minimal overhead
beyond that of the original MiniSim algorithm.

Because HistoChron records a single HLL per epoch, we can identify the distinct number of
objects accessed in an interval (see Eq. 5.5) and the interval WSS (see Eq. 5.6). The number of
newly accessed objects for a specific epoch, NAO(ex), can be found as the difference between the
count of the merged HLLs from the first epoch up to ex inclusive and the count of the merged
HLLs from the first epoch up to ex−1 inclusive. The same concept can be applied to find the NAO
in an interval.

Heterogeneous Object Sizes Support To accommodate heterogeneous object sizes in
HistoChron, which is based on Olken (§5.3), the weight of each node in Olken’s tree is redefined
to be equal to the aggregate size of its child nodes, as described in Section 4.1.2. In addition, we
introduce a new variable for each epoch that is tracked by HistoChron. It records the aggregate size
of distinct objects per time epoch, which allows computing the interval-based aggregate size of the
NAO with heterogeneous sizes. For the WSS, we can track the average object size per epoch, so the
WSS is calculated based on the average object size instead of a uniform size. As noted earlier, this
can be computed efficiently using Welford’s running average method, which requires two variables
only: a double for the average and an integer for the count [279]. However, we observed if there
is significant variability in the size of objects, the WSS can become inaccurate. To address this, we
can introduce multiple HLLs, one for each object size group (grouped as powers of 2), and track the
average object size per HLL to reduce the variance; this has shown to be within 2% of the exact
WSS when using HLL b = 12.

5.7 Evaluation

In this section, we show that:

1. HistoChron generates exact MRCs,

2. HistoChron has minimal computational overhead over Olken,

3. our interval-based MiniSim has minimal computational overhead over MiniSim
while maintaining the same accuracy,

4. HistoChron with Shards demonstrates high throughput across various configurations,

5. HistoChron with Shards demonstrates high accuracy across various configurations,

6. HistoChron needs just 24MiB weekly for 1 minute epochs and 691KiB for 1 hour epochs,

7. HistoChron significantly reduces the storage footprint by 99% compared to access traces,
efficiently offering detailed cache analysis without storing access traces.
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5.7.1 Experimental Setup

The experimental setup is identical to that of the previous two chapters (see Section 3.6).
We evaluated HistoChron on 5,808 cache access traces from six real-world datasets

encompassing more than 300 billion accesses and, when combined, span a total duration of 18

years (Table 3.1). For the cloud virtual volumes (CVVs) access traces from Tencent, the original
study mentioned they were mapped to 40 cache instances, but the mapping was not provided [56];
thus, we employed modulo-based assignment to create 40 workloads (i.e., CVV-id%40). For MSR’s
workloads, we included a combined workload of all 13 traces, as done in prior studies [55, 64, 113].
We used GET/READ accesses from all workloads, and used a uniform object size of 4KiB to be able
to compare with related work, which used the same configuration and only supported uniform object
sizes [64]. The Mean Absolute Error (MAE) was used to quantify the accuracy of the generated
MRCs by our algorithms, which is widely used in the literature [55, 64, 69, 84, 88, 90, 106, 113, 143].
The aforementioned configurations result in 264 different workloads. We use HLL precision b = 12

by default.
For Figures 5.6, 5.7, 5.8, and 5.9, each candlestick represents the range of results described

therein: The line’s top and bottom represent maximum and minimum results. The box’s top and
bottom represent the 75th and 25th percentiles. SHC refers to Shards with HistoChron. U refers
to the Uniform, and NU to the NonUniform histogram implementation (§5.3.3).

5.7.2 Results and Discussion

(1) HistoChron generates exact MRCs. We evaluated HistoChron’s accuracy by generating
exact MRCs for the MSR workloads using Olken’s algorithm for different randomly selected 1,000

time intervals for each workload at 1 minute granularity (using the default Random function generator
seeded with the value 2023). HistoChron was then used to generate corresponding MRCs for the
same periods. Direct comparison of the two sets of MRCs yielded an MAE of 0, demonstrating
HistoChron’s exactness.

(2) HistoChron incurs minimal computational overhead over Olken. Computational
overhead of HistoChron was evaluated by comparing its throughput to that of Olken across all
MSR workloads, using 1 minute epoch granularity, with each experiment repeated 10 times. On
average, HistoChron exhibited a slowdown of 4.5%, with the 25th and 75th percentiles at 2.2% and
4.6%.

(3) Our interval-based MiniSim incurs minimal computational overhead compared to
MiniSim while having the same accuracy. The computational overhead of our interval-based
MiniSim (§5.6) was evaluated by comparing its throughput to that of MiniSim across all MSR
workloads, with each experiment repeated 10 times, using a sampling rate R = 0.1, 1 minute
granularity, and using the FIFO policy. On average, our interval-based MiniSim exhibited a slowdown
of 8%, with the 25th and 75th percentiles at 0.8% and 10.87%, respectively. Similarly, we verified
our implementation’s accuracy by computing the MAE between the interval-based MiniSim and the
original MiniSim, similar to the way we evaluated HistoChron, and the resulting MRCs were exactly
the same, with an MAE of 0. By comparing directly to MiniSim, which has been shown to be an
accurate approximation by Waldspurger et al. [88], we demonstrate that our extension maintains
the original algorithm’s accuracy while adapting it to support interval-based analysis.
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Figure 5.6: Throughput of HistoChron for all workloads. HistoChron is the exact variant.
FR-SHC is the FR-Shards variant adapted to work with HistoChron, followed by the fixed sampling
rate used. FS-SHC is the FS-Shards variant adapted to work with HistoChron, followed by
the Smax parameter.

Table 5.1: Throughput for different Smax values for HistoChron with FS-Shards

Smax Throughput (M)

1K 123.5
2K 119
4K 113.1
8K 103.2
16K 88.9
32K 71.7
64K 54.1
128K 37.8

(4) HistoChron with Shards demonstrates high throughput across various
configurations. We measured the throughput of HistoChron in terms of the number of accesses
per second, excluding the IO time required to read traces from disk and parsing them, thus allowing
a more direct comparison across a wide range of configuration parameters. Fig. 5.6 shows that
HistoChron has an average throughput of 2.4M . The throughput of HistoChron with FR-Shards

is, on average, 20.9M, 81.3M, and 129M for sampling rates R = {0.1, 0.01, 0.001}, respectively.
Similarly, as shown in Table 5.1, the throughput varies with different Smax values for HistoChron
with FS-Shards and ranges between 123M and 37M for Smax equal to 1K and 128K, respectively.

(5) HistoChron with Shards demonstrates high accuracy across various configurations.
Evaluating the accuracy of MRC-generation is more challenging because there are many different
time-interval ranges for each workload. Thus, for each workload considered, we generated 1,000

randomly selected time ranges within the duration of the workload using the default C# Random
function generator seeded with the value 2023. The exact MRC for each period was generated using
our HistoChron algorithm, which we evaluated earlier and showed that it is exact. Fig. 5.7 shows the
MAE for the tested algorithms, where each candlestick represents the MAEs over 264,000 MRCs.
For FR-Shards and FS-Shards, we show the results with and without Shardsadj . Shardsadj
should be used as a best practice as it significantly reduces the MAE. For example, for HistoChron
with FS-Shards using Smax = 8K, Shardsadj reduced the MAE from 3.89% to 0.46%, on average.
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Figure 5.7: HistoChron’s accuracy in terms of MAE. (Left) 1 minute epochs (Right) 1 hour epochs.
FR-SHC is the FR-Shards variant adapted to work with HistoChron, followed by the fixed sampling
rate used. FS-SHC is the FS-Shards variant adapted to work with HistoChron, followed by the
Smax parameter.
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Figure 5.8: HistoChron’s space requirement using 1 minute epochs (Left) for the histograms,
(Center) HLLs, and (Right) combined.

For the 1 minute epoch granularity, the MAE of HistoChron with FS-Shardsadj range from 0.10%

to 1.44%. Conversely, for the 1 hour epoch granularity, the MAEs range from 0.24% to 1.35%.
These values are detailed for each Smax setting in Table 5.2. We posit that employing Smax = 8K is
judicious, as it achieves a high throughput exceeding 100M accesses per second, with a concomitant
MAE of ~0.5% across various configurations, on average.

(6) HistoChron needs just 24MiB weekly for 1 minute epochs and 691.1KiB for 1 hour
epochs. Recall from §5.3, HistoChron epochs comprise a histogram and an HLL. We analyzed their
space requirements. Fig. 5.8 details 1 minute epoch statistics from our tested workloads that contain
9 million distinct minutes, showing average histogram sizes of 2.8KiB (U) and 403 bytes (NU), and
a consistent HLL size of 2KiB, totaling an average of 4.87KiB (U) and 2.44KiB (NU) consumed per
epoch. For each 1 hour epoch (Fig. 5.9), the histogram uses 8.47KiB (U) and 482 bytes (NU), and
the HLL 3.6KiB, for a total average of 12.11KiB (U) and 4.11KiB (NU) per epoch. Overall space
requirements are larger for 1 hour epochs than for 1 minute epochs due to increased density in both
the histogram and HLL over longer durations (§5.3.3). Table 5.3 shows the total space requirements
to store HistoChron’s information for different durations. For example, the space consumed weekly
using the NU implementation is 24MiB with 1 minute epochs and 691KiB with 1 hour epochs.
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Figure 5.9: HistoChron’s space requirement using 1 hour epochs (Left) for the histograms,
(Center) HLLs, and (Right) combined.

Table 5.2: MAEs for HistoChron with FS-Shardsadj at different Smax values for 1 minute and 1
hour epoch granularities.

MAE for

Smax 1 minute epoch 1 hour epoch

1K 1.44% 1.35%
2K 0.98% 0.95%
4K 0.65% 0.67%
8K 0.46% 0.51%
16K 0.32% 0.40%
32K 0.21% 0.32%
64K 0.13% 0.27%
128K 0.10% 0.24%

Table 5.3: HistoChron’s storage requirements for both the Uniform and NonUniform stack distance
histogram configurations (using the averages per entry from Fig. 5.8 and Fig. 5.9).

Granularity 1 minute 1 hour

Duration Uniform NonUniform Uniform NonUniform

Minute 4.9KiB 2.4KiB - -
Hour 292KiB 146.4KiB 12.1KiB 4.1KiB
Day 4.8MiB 3.4MiB 290KiB 98.7KiB
Week 47.9MiB 24MiB 2MiB 691.1KiB
Month 1.4GiB 720MiB 60MiB 20.2MiB
Year 16.8GiB 8.4GiB 715MiB 243MiB
Decade 168.6GiB 84.4GiB 7GiB 2.3GiB

(7) HistoChron significantly reduces storage needs by 99% compared to access traces,
efficiently offering detailed cache analysis without storing access traces. We assessed
HistoChron’s size reduction relative to the original size of traces. We converted access traces from
CSV to a compact binary format for a fairer comparison. For example, Twitter’s dataset storage
space is 18TiB in CSV but only 3.7TiB in binary. We compared the aggregate size of access traces
in each dataset to the aggregate size required by HistoChron (Table 5.4). HistoChron achieved an
average storage reduction of 99% compared to raw access traces, eliminating the need to store access
traces while still providing accurate interval-based access statistics, WSS, and MRCs.
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Table 5.4: Aggregate storage requirements per dataset using 1 minute and 1 hour epochs. HistoChron
variants. (Note that each dataset contains multiple access traces)

Granularity

1 minute 1 hour

Dataset Raw Size Uniform NonUniform Uniform NonUniform

MSR (1 week) 17.0GiB 154.4MiB 139.3MiB 9.3MiB 5.6MiB
Wikipedia (20 days) 70.2GiB 784.5MiB 150.7MiB 25.6MiB 2.5MiB
IBM (1 week) 6.2GiB 582.6MiB 297.3MiB 32MiB 25.1MiB
SEC (13 years) 382.8GiB 28.1GiB 16.0GiB 1.3GiB 519.5MiB
Tencent (week) 186.8GiB 3.8GiB 2.2GiB 133.3MiB 39.4MiB
Twitter (1-4 weeks) 3.4TiB 8.8GiB 2.2GiB 332.4MiB 43.7MiB

Sum 4.1TiB 42.1GiB 21GiB 1.8GiB 635.8MiB
% reduction over raw 99% 99.5% 99.95% 99.98%

5.8 Related Work

MRC and WSS. Background information on, and prior work related to, MRCs and the WSS were
presented in Chapter 2. In summary, MRC-generation advancements over five decades, transitioning
from exact algorithms like those by Mattson [61] and Olken [62] to approximate ones such as
CounterStacks [64], Shards [55], AET [113], and MiniSim [88], along with parallel WSS research [11,
14, 60, 68, 93–106], have been pivotal to optimizing cache resources [9, 56, 63–92, 106, 212].

The Sliding Window Model (SWM). The SWM, introduced in 2002, is a popular method for
analyzing data streams by measuring statistics on the most recent ∆ period [280]. It processes only
the most recent subset of data within a fixed-size window that slides over time, enabling real-time
analysis and decision-making based on current information. The key difference between HistoChron
and the SWM is that HistoChron is more general than the SWM as it allows interval-based analysis
between any two time epochs rather than the last ∆ period.

The SWM is widely used in various domains such as resource optimization, network monitoring,
security, and anomaly detection due to its relevance in modern data-intensive scenarios [217, 281–
285]. As data grows exponentially, the SWM’s method of summarizing data streams becomes
essential, striking a balance between summary detail and query scope. A classic illustration of
SWM’s utility is in telecommunications, where companies prioritize recent call records for billing,
subsequently archiving older data, which becomes less frequently accessed [280]. Another prominent
application is in web analytics, particularly for calculating the number of unique visitors within
a specific time frame (known as the distinct-count problem [162, 166]). Recent enhancements in
this area include adapting popular distinct-count algorithms like HyperLogLog [166] to the SWM
context, providing a more granular view of user engagement over time windows [217].

Incorporating the SWM into cache performance analysis is crucial due to the dynamic nature of
workloads and the difficulty in storing full traces. Such integration allows for more efficient cache
behavior understanding and improved anomaly detection. This necessity stems from the dynamic
requirements of modern systems for resource allocation and performance optimization [64].
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Table 5.5: Throughput comparison between HistoChron with FR-Shards and CounterStacks (CS)

Speedup Over

Sampling Rate R HiFi CS LoFi CS

0.1(10%) 23× 2.5×
0.01(1%) 91× 9.8×
0.001(0.1%) 146× 15.6×

CounterStacks. CounterStacks is the most closely related work to HistoChron [64], which is an
approximate MRC-generation algorithm that checkpoints its internal state periodically, from which
the MRC can be generated over arbitrary time intervals. The differences between CounterStacks and
HistoChron are: (1) HistoChron generates exact MRCs while CounterStacks does not, (2) HistoChron
provides more interval-based access statistics such as the number of accesses to newly accessed
objects, the number of accesses to distinct objects, and the WSS, (3) CounterStacks only support
the LRU eviction policy, while HistoChron supports all eviction policies through our extension
with MiniSim, (4) CounterStacks only supports objects of uniform size while HistoChron support
heterogeneous object sizes. HistoChron marks a significant step towards more dynamically adaptive
and precise cache performance analysis and optimization.

We compared HistoChron with CounterStacks using the original parameters from [64, 113]: HiFi
(pruning δ = 0.02, 1-minute epochs) and LoFi (δ = 0.1, 1-hour epochs), with a downsampling rate of
1 million for both. Our finding: HistoChron with Shards offers a significant performance
improvement over CounterStacks while being more accurate.

Regarding throughput, Table 5.5 shows a comparison between HistoChron with FR-Shards

and the two variants of CounterStacks. FR-Shards is 23× to 146× faster than the HiFi variant
of CounterStacks and 2.5× to 15.6× faster than the LoFi variant of CounterStacks depending on
the selected sampling rate. Similarly, Table 5.6 compares the throughput between HistoChron with
FS-Shards and the two variants of CounterStacks. FS-Shards is 80× to 138× faster than the
HiFi variant of CounterStacks and 8× to 14× faster the LoFi variant of CounterStacks depending
on the selected Smax value for FS-Shards.

Regarding accuracy, for 1 minute epochs, CounterStacks achieves an MAE of 0.48%, while
HistoChron with FS-Shardsadj achieves MAEs of 0.46% and 0.21% for Smax = 8K and 32K,
respectively. This shows that having Smax = 8K is needed to achieve accuracy similar to the
HiFi variant of CounterStacks and having Smax = 32K results in 56% higher accuracy. For
1 hour epochs, CounterStacks achieves an MAE of 2.75%, on average, while HistoChron with
FS-Shardsadj achieves an MAE of 1.35% for Smax = 1K, which shows 50% higher accuracy than
CounterStacks LoFi even when using very small number of objects. A detailed MAE comparison
between HistoChron with FS-Shardsadj and CounterStacks is shown in Table 5.7.
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Table 5.6: Throughput comparison between HistoChron with FS-Shards and CounterStacks

Speedup Over

Smax HiFi CS LoFi CS

1K 138.9× 14.9×
2K 133.9× 14.3×
4K 127.2× 13.6×
8K 116.1× 12.4×
16K 100× 10.7×
32K 80.6× 8.6×

Table 5.7: MAE comparison between HistoChron with FS-Shardsadj and CounterStacks

MAE for

1 minute epochs (HiFi) 1 hour epochs (LoFi)

CounterStacks 0.48% 2.75%
FS-Shardsadjwith Smax =

1K 1.44% 1.35%
2K 0.98% 0.95%
4K 0.65% 0.67%
8K 0.46% 0.51%
16K 0.32% 0.40%
32K 0.21% 0.32%

5.9 Concluding Remarks

In this chapter, we introduced HistoChron, a novel methodology for interval-based historical analysis
of cache workloads. HistoChron enables generating precise interval-based miss ratio curves, working
set sizes, and cache access statistics while using just 24MiB weekly for per-minute epochs and 691KiB
for per-hour epochs, showcasing its space efficiency. A system with a graphical user interface was
presented, which utilizes HistoChron and is designed to assist administrators in better understanding
the behavior and anomalies in their caches, in addition to providing cache sizing insights. We also
presented a variant of HistoChron that is based on the Shards algorithm with reduced overheads,
yielding approximate results with less than 1% mean error. Moreover, we adapted Miniature
Simulations to work with HistoChron, thus expanding its applicability to all eviction policies.



Chapter 6

Concluding Remarks and Future
Research Directions

This dissertation has explored analyzing the performance of in-memory caches, which are essential
in improving the performance of modern distributed systems. We demonstrated that existing
MRC-generation and WSS estimation algorithms have significant gaps in accommodating modern
workload characteristics such as TTL attributes and heterogeneous object sizes. We also showed
the usefulness of interval-based analysis for modern workloads given their dynamic nature. In this
dissertation, we proposed MRC-generation and WSS estimation algorithms that address these gaps,
thus facilitating cache performance analysis for modern workloads.

Major Contributions and Impact

1. TTL Attributes. We showed that the state-of-the-art in cache performance analysis is
oblivious to TTL attributes, which are widely used in modern in-memory caches. This oversight
has a significant impact on the accuracy of MRC-generation and WSS estimation. By extending
MRC-generation and WSS estimation algorithms to incorporate TTL attributes, we showcased
potential memory footprint reductions by an average of 69% (and up to 99%), marking a significant
stride towards resource optimization and cost efficiency in cache management. Given that prominent
organizations provision terabytes to petabytes of DRAM for in-memory caches and given that
the costs of the caching layer can be substantial in modern applications, our contributions have
a significant potential impact on most organizations that utilize in-memory caches.

2. Heterogeneous Object Sizes. We showed that heterogeneous object sizes can significantly
impact the accuracy of MRCs and WSSes. We then showed how the state-of-the-art MRC-generation
and WSS estimation algorithms can be extended to support heterogeneous object sizes.

3. Interval-based Historical Analysis of Caching Workloads with HistoChron. We
introduced HistoChron, a novel methodology for interval-based historical analysis of cache workloads.
HistoChron’s ability to generate precise, interval-based MRCs, WSSes, and access statistics while
using modest storage requirements empowers administrators to identify access patterns, diagnose
issues, and make informed decisions regarding cache sizing and policy adjustments.

96
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In summary, this dissertation presents tools and methodologies that facilitate the performance
analysis of modern in-memory caches. Addressing the aforementioned gaps in the state-of-the-art
MRC-generation and WSS estimation algorithms paves the way for a better understanding of
in-memory cache resource optimization.

Future Research Directions

While this dissertation advances the field of in-memory cache workload analysis and cache
configuration, it also exposes new challenges and opportunities for future research. Here, we briefly
highlight some potential interesting future research directions.

HLL optimizations. We believe that substantial optimizations to our extended HLL
implementations are possible. To support heterogeneous object sizes and TTLs, we needed to
dramatically increase the memory footprint of the HLLs, which in turn also reduced the performance
of our implementation due to poorer cache locality. We believe that a number of promising strategies
can reduce the amount of memory needed. Further, we believe that using sampling (as, e.g., used
by Shards) could further reduce processing and memory overheads significantly for HLL counters
without significantly impacting accuracy. These strategies need to be investigated in more detail to
better understand the overhead–accuracy trade-offs.

Furthermore, adapting our extended HLLs to the sliding window model [217] could improve the
efficiency of our extended HLLs when incorporated with HistoChron.

Placement of MRC generation and WSS estimation. An interesting question is where to
place the code that generates MRCs and estimates WSSes. One obvious option is to place them
within the in-memory cache, by extending the cache (e.g., Memcached or Redis) implementations.
There are two potential downsides to this approach:

1. Resource usage. Because MRC generation and WSS estimation consume resources, they may
negatively impact the performance of the cache itself. For example, MRC generation may
consume considerable physical memory, potentially taking away from physical memory that
could be assigned to the cache, thus increasing the miss ratio. Or MRC generation’s CPU
usage may reduce the cache’s response times.

2. Fault tolerance. The data generated by MRC generation and WSS estimation will reside in
the cache and will be permanently lost when the cache terminates unexpectedly.

At the other extreme, the relevant information of each access (hash of the key, the accessed
object’s size, and TTL attribute) can be streamed to an MRC service running on a different host
that generates the corresponding MRCs and estimates the WSSes. The downside of this approach
is that it increases network bandwidth usage that might also increase cache response times. But
the advantage of this approach is that it is easier to make fault tolerant and that it consumes less
memory and CPU on the cache side.

There may be other, more suitable designs that are more efficient. For example, it may make
sense to implement HLL counters in the cache and then stream those to a server that uses these
counters to generate MRCs (using CounterStacks++) and estimate WSSes. And it may make sense
to implement Shards++ cache-side to sample the information sent to the MRC service.
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We have implemented a prototype MRC service and modified a variant of Redis called Codis [286]
to use this service to allow us to study the above-mentioned trade-offs in more detail.

Cloud cache management. Our evaluation of numerous publicly available workloads showed
that many of these workloads can be serviced by in-memory caches with a relatively small memory
footprint, especially if the workload’s data is TTL-endowed. This implies that to maximize resource
efficiency, multiple cache instances should be co-located on available cache hosts. This raises
interesting questions on how a fleet of cache hosts should be managed and what policies should
be used for this management. We envision that the MRC service described above be extended
to manage in-memory caches in cloud environments. Requests to instantiate an in-memory cache
are directed to the MRC service, which then instantiates the cache (placement) on a target host
depending on the MRC and WSS information it has collected previously for the target workload.
Periodically, the MRC service will initiate a resizing of a cache based on the recent behavior of the
cache’s workload. To optimize hardware resource utilization without impacting performance, the
MRC service may decide to migrate a cache instance from one host to another (e.g., when the sizes
of several co-located cache instances are increased). How best to do this all in an automated fashion
is an interesting open question.

Minimal traces. Producing the results of the evaluations presented in this dissertation was
challenging. The combined traces we used consume approximately 15TiB of storage space for the
metadata only. As more companies make their cache traces available, and the fact that in-memory
datasets are doubling in size every few years, we expect storage space requirements to increase
significantly [4, 25–27]. (For example, Twitter collected 300 one-week-long access traces (most
of which were not made public) and these traces consumed 80TiB of storage [125].) Moreover,
processing the traces used in our evaluation to obtain MRCs and WSS estimates consumed several
months of compute time. This raises the interesting question of whether, given an access trace, it is
possible to produce an equivalent access trace that is significantly smaller than the original target
trace but exhibits the same caching behavior.

To begin exploring this question, we endeavored to, given an MRC, establish a trace of minimal
length that would produce the same MRC. We were able to do this successfully for LRU-specific
MRCs. This would allow us, for example, to generate MRCs for each one hour interval and generate
a minimal trace for each. The traces for each successive interval can then potentially be concatenated
to produce a smaller trace that exhibits the same caching behavior as the original trace for the LRU
eviction policy. An interesting question is whether this can be generalized: given MRCs for several
different eviction policies (e.g., LRU, LFU, FIFO), is it possible, given an original trace, to generate
a significantly shorter trace that exhibits the same caching behavior as the original trace for all
target eviction policies. If so, it would allow companies to distribute a set of MRCs instead of large
traces and thus not have to worry about leaking privileged information.
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